Approximating the GI/GI/1+GI Queue with a Nonlinear Drift Diffusion: Hazard Rate Scaling in Heavy Traffic
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1. Introduction. Although many standard queueing models assume that customers are infinitely patient while waiting for service, it is often the case that such an assumption is not reasonable. In particular, impatient customers faced with long waiting times often evidence their frustration by abandoning the system before completing service. For example, call center callers placed on hold frequently hang up while waiting for an agent to assist them, and web browser users often cancel their viewing requests in the face of long download times.

To the best of our knowledge, the first person to remark on the importance of incorporating customer abandonment in a queueing model was Palm [23], who witnessed the impatient behavior of telephone switchboard customers. More recent studies have established that Markovian M/M/n+M abandonment models (where the final +M represents the abandonment distribution) are well approximated by diffusion processes in heavy traffic, both when the number of servers grow large (see Garnett et al. [9]), and when the number of servers remain fixed (see Ward and Glynn [31]). However, in reality, it is often the case that customer abandonment times are not exponentially distributed, as exhibited by the study of Brown et al. [4] of a bank call center data set. Although stability results for models in very general frameworks exist (see, for example, Stanford [29], Baccelli et al. [2], Lillo and Martin [21], Ward and Bambos [30]), the problem of rigorously establishing diffusion approximations for systems with general abandonment time distributions still remains an area of active research. Zeltyn and Mandelbaum [38] consider many server systems with generally distributed abandonment times, and Ward and Glynn [33] consider a single-server system with generally distributed abandonment times. Both works develop a heavy-traffic asymptotic regime in which the limiting results depend on the abandonment distribution only through the value of its density at 0.

The value of the density of a distribution at a single point is not a very robust statistic. For example, the estimated hazard rate function associated with the abandonment times of a U.S. bank’s call center customers displayed in Figure 12 in the Internet Supplement to Zeltyn and Mandelbaum [38] is unstable near the origin. (Note that because abandonment times are nonnegative, the values of both the hazard rate function and density associated with the abandonment distribution coincide at the point 0.) Therefore, identifying a limiting regime that preserves more of the structure of the abandonment distribution is of interest.

The main contribution of this paper is to rigorously establish a heavy-traffic regime for a single-server queue operating under the first-in-first-out (FIFO) service discipline with renewal arrivals, general service times, and general abandonment times in which the entire abandonment time distribution appears in the limiting diffusion approximation. We study both unbounded and bounded abandonment distributions, and develop diffusion approximation...
approximations for both the offered waiting time process (the process that tracks the amount of time an infinitely patient arriving customer would wait for service) and the queue-length process. In so doing, we also prove results on the existence, uniqueness, and continuity of generalizations of the one-sided regulator mapping introduced in Skorokhod [28] and the two-sided regulator mapping having an explicit formula given in Kruk et al. [17] to allow for a general, nonlinear state dependence. Our key insight is to model customer abandonment times using the hazard rate function associated with the assumed abandonment time distribution, as suggested by Whitt [37].

To specify our proposed diffusion approximation for the offered waiting time and queue-length processes (for simplicity, we assume that mean service times are one, so that the proposed approximations for these two processes are identical), consider a single-server, FIFO queue having renewal arrival and service processes with identical rates \( n \), in which each customer independently abandons the system if his service has not begun within an amount of time having a distribution with hazard rate function \( h \) and cumulative hazard function \( H \). Let

\[
H_n'(x) = \int_0^x h(y) \, dy = \sqrt{n}H\left(\frac{x}{\sqrt{n}}\right).
\]

Then, our suggested diffusion approximation for the scaled queue-length process \( n^{-1/2}Q^\ast(\cdot) \) when \( n \) is large has infinitesimal drift \(-H_n'(x)\), where \( x \) is the state of the diffusion, constant infinitesimal variance that depends on the variance of the interarrival and service times, and is instantaneously reflected at the origin. When the distribution of abandonment times is bounded, our suggested approximating diffusion also has an upper reflecting barrier.

Table 1 displays the results of using our approximation to estimate the mean queue length and abandonment probability in a queue with Poisson arrivals having rate \( \lambda = 2,500 \), deterministic service times having mean 1/2, 500, and abandonment times distributed according to \( G(p) \), a mean 1 gamma distribution having both scale and shape parameters equalling \( p \). The cumulative hazard function associated with \( G(p) \) is

\[
H(x) = -\ln\left(1 - \frac{\Gamma_\ast(p)}{\Gamma(p)}\right),
\]

where \( \Gamma(p) = \int_0^\infty t^{p-1}e^{-t} \, dt \) is the gamma function, and \( \Gamma_\ast(p) = \int_0^x t^{p-1}e^{-t} \, dt \) is the incomplete gamma function \( (p > 0) \). From (1), the infinitesimal drift of our suggested approximating diffusion is

\[
-H_n'(x) = \sqrt{n}\ln\left(1 - \frac{\Gamma_{p/\sqrt{n}}(p)}{\Gamma(p)}\right).
\]

Its infinitesimal variance is 1, which follows from Theorem 6.1, and its steady-state distribution is given in part (i) of Proposition 6.1. We ran each simulation to 2,000 time units, so that the queue saw approximately 5,000,000 arrivals, and recorded the time average queue length and abandonment fraction. Observe that all of our approximations in Table 1 differ from their simulated values by no more than 7%.

Our choices of gamma distributions are motivated by the aforementioned study of a bank call center in the Internet Supplement to Zeltyn and Mandelbaum [38] showing an estimated hazard rate function of customer abandonment times that is unstable near the origin. The hazard rate function associated with a \( G(0.5) \) distribution is also unstable near the origin. We chose the \( G(2) \) distribution, whose hazard rate is stable near the origin, for comparison purposes. For the reader’s convenience, in Figure 1, we plot the hazard rate functions associated with both the \( G(0.5) \) and \( G(2) \) distributions near the origin.

\(^1\) Our analysis does not use the assumption of perfect balance, however, having equal arrival and service rates eases the exposition in the introduction.
The astute reader may have noticed that
(i) the approximations when abandonment times are $G(2)$ have better accuracy than when abandonment
times are $G(0.5)$ and
(ii) the variability of a $G(0.5)$ random variable exceeds that of a $G(2)$ random variable.

The likely reason that our approximation performs better for a less variable abandonment distribution is as
follows. Our asymptotic regime is one in which abandonment times are large compared to interarrival and service
times, and the fraction of abandoning customers becomes small. For two abandonment distributions with the
same mean but different variability, the distribution with the higher variability will have more short abandonment
times. Hence we expect a higher percentage of customers to abandon under the abandonment time distribution
with higher variability. Our more extensive numeric results in §6.3 support the qualitative statement that for less
variable distributions, mean abandonment times need not be so much larger than mean interarrival times for a
good approximation, while for highly variable distributions, mean abandonment times must be much larger.

The remainder of this paper is organized as follows. We formulate our model in §2. In §3, we describe
our heavy-traffic asymptotic regime and discuss our assumed hazard rate scaling. We prove existence, unique-
ness, and continuity results on one- and two-sided, nonlinear generalized regulator mappings in §4, and use
these results in §5 to establish weak convergence results for the offered waiting time process. Finally, in §6,
we establish an asymptotic relationship between the queue-length and offered waiting time processes, provide
the stationary distributions for our limiting diffusion approximations, and perform a simulation study to estimate
the quality of our proposed queue-length process approximation. The proofs of all our Lemmas can be found
in the appendix.

2. Model formulation. Our study of the GI/GI/1 queue having FIFO service and customer abandonments
begins with the model introduced in Ward and Glynn [33]. The model primitives are three independent i.i.d.
sequences of nonnegative random variables $[u_i, i \geq 1], [v_i, i \geq 1]$, and $[a_i, i \geq 1]$, which are all defined on a
common probability space $(\Omega, \mathcal{F}, P)$. We assume that $E[u_1] = E[v_1] = 1$ and $\text{var}(u_1) < \infty$, $\text{var}(v_1) < \infty$. For a
given arrival rate $\rho$, the $i$th system arrival joins the queue at time

$$t_i \equiv \sum_{j=1}^{i} \frac{u_j}{\rho}$$

has service time $v_i$, and will abandon if processing does not begin within $a_i$ time units. (For the interested reader,
we note that more sophisticated models of customer impatience can be found in Mandelbaum and Shimkin [22]
and Zohar et al. [39].) We let $F$ be the cumulative distribution function of $a_i$, and

$$h(x) = \frac{(d/dx)F(x)}{1 - F(x)}, \quad x \geq 0$$

be the associated hazard rate function. We assume $F$ is proper, i.e., that $\lim_{x \to \infty} F(x) = 1$. Then, Lemma 2 in
Baccelli et al. [2] guarantees the offered waiting time process given in (3) below possesses a nondegenerate
limiting distribution.
The length of time a customer arriving at time $t$ has to wait for service depends on the processing times of the customers in the queue at time $t$ who eventually receive service (and do not abandon). In particular, for $t > 0$, the offered waiting time process

$$ V(t) \equiv \sum_{n=1}^{A(t)} v_n 1\{ V(t_n^-) < a_n \} - B(t) \geq 0 \tag{3} $$

tracks the waiting time an infinitely patient arriving customer would experience at time $t > 0$. Here, the process

$$ A(t) \equiv \max \left\{ i \geq 0 : \sum_{j=1}^{i} u_j \leq \rho t \right\} $$

counts the number of customers that have arrived to the system by time $t \geq 0$ and the process

$$ B(t) \equiv \int_0^t 1\{ V(s) > 0 \} \, ds $$

is the cumulative server busy time.

It is useful for our analysis to represent the offered waiting time process in terms of a stochastic integral and three martingales as follows. Define the $\sigma$-field

$$ \mathcal{F}_i \equiv \sigma((u_1, v_1, a_1), \ldots, (u_i, v_j, a_j), u_{i+1}) \subset \mathcal{F} $$

such that

$$ P(V(t^-_i) \geq a_i | \mathcal{F}_{i-1}) = F(V(t^-_i)), \quad i = 1, 2, \ldots, $$

almost surely since $V(t^-_i)$ is $\mathcal{F}_{i-1}$ measurable and $a_i$ is independent of $\mathcal{F}_{i-1}$. The martingale

$$ \left\{ \left( M_a(i) \equiv \sum_{j=1}^{i} 1\{ V(t_j^-) \geq a_j \} - E[1\{ V(t^-_j) \geq a_j \} | \mathcal{F}_{j-1}, \mathcal{F}_j], i \geq 0 \right\} \right. \tag{4} $$

is the sum of the random variables representing which customers abandon, centered by their conditional means. Also, let

$$ S(i) \equiv \sum_{j=1}^{i} (v_j - E[v_j]) $$

be the sum of the centered service times and

$$ S_a(i) \equiv \sum_{j=1}^{i} (v_j - E[v_j]) 1\{ V(t^-_j) \geq a_j \} $$

be the sum of the centered service times of those customers that will eventually abandon. Define the centered process

$$ X(t) \equiv E[v_1] A(t) - \rho t + S(A(t)) + t(\rho - 1) - S_a(A(t)) - E[v_1] M_a(A(t)) , \tag{5} $$

and the “integral error” process

$$ \epsilon(t) \equiv \int_0^t \left( \int_0^{V(s^-)} h(u) \, du \right) \, ds - E[v_1] \int_0^t F(V(s^-)) \, dA(s) . \tag{6} $$

(Note that even though $E[v_1] = 1$, we explicitly write $E[v_1]$ in (5) since its presence will be important in our heavy-traffic regime defined in §3, where service times are scaled to become small.) Algebraic manipulations of (3) show that

$$ V(t) = X(t) + \epsilon(t) - \int_0^t \left( \int_0^{V(s^-)} h(u) \, du \right) \, ds + I(t) , \tag{7} $$

where

$$ I(t) \equiv t - B(t) = \int_0^t 1\{ V(s) = 0 \} \, ds \tag{8} $$

is the cumulative server idle time.

We first perform our asymptotic analysis under the assumption that the abandonment distribution has support on the positive real line.
The abandonment distribution $F$ may be expressed as

$$F(x) = 1 - \exp\left(-\int_0^x h(u) \, du\right) \quad \text{for } x \geq 0,$$

where $h$ is a nonnegative and continuous function on $[0, \infty)$.

We then extend our analysis to include abandonment distributions having compact support.

**Assumption 2.2.** The abandonment distribution $F$ may be expressed as

$$F(x) = \left(1 - \exp\left(-\int_0^{\min\{x,C\}} h(u) \, du\right)\right) + b \mathbf{1}\{x \geq C\}, \quad x \geq 0,$$

where $h$ is a nonnegative and continuous function on $[0, C]$, and $b \equiv \exp(-\int_0^C h(u) \, du)$.

Assumption 2.2 allows distributions such as the deterministic distribution, for which $h(x) = 0$, $x < C$ and $F(x) = \mathbf{1}\{x \geq C\}$, but does not allow distributions such as the uniform distribution on $[0, 1]$, for which $h(x) = (1-x)^{-1} \to \infty$ as $x \to 1$. For technical reasons, we avoid distributions whose hazard rate tends to infinity on its support.

### 3. Hazard rate scaling in heavy traffic

We first define our heavy-traffic asymptotic regime in §3.1. Section 3.2 provides intuition for our assumed hazard rate scaling, and §3.3 discusses its implications in terms of customer patience.

#### 3.1. The heavy-traffic asymptotic regime

We consider a sequence of systems indexed by $n \geq 1$ in which the arrival rates become large and service times small. Our convention is to superscript any process or quantity associated with the $n$th system by $n$. Specifically, the $n$th system has arrival rate $n \rho^n$. That is, the $i$th arrival to the $n$th system occurs at time

$$t^n_i \equiv \sum_{j=1}^i \frac{n_j}{n \rho^n},$$

and the cumulative number of customer arrivals in $[0, t]$ in the $n$th system is given by

$$A^n(t) = \max\{i \geq 0, t^n_i \leq t\}, \quad t \geq 0.$$

The service time of the $i$th arrival is

$$v^n_i \equiv v_i/n,$$

so that the sum of centered service times becomes

$$S^n(i) = \frac{1}{n} \sum_{j=1}^i (v_j - E[v_1]).$$

As $n$ increases, the mean arrival and service rates become arbitrarily close, in particular,

$$\sqrt{n}(\rho^n - 1) \to \theta, \quad \text{as } n \to \infty,$$

where $\theta \in \mathbb{R}$.

We scale the hazard rate function by $\sqrt{n}$, so that the hazard rate function associated with customer abandonment times in the $n$th system is

$$h^n(x) \equiv h(\sqrt{n} x).$$

To intuitively motivate the scaling in (12), first observe that in a conventional queueing system having $a_i = \infty$ for all $i \geq 0$, Kingman’s approximation (Kingman [14]) shows the queue size is proportional to $(1 - \rho^n)^{-1}$, which is of order $\sqrt{n}$ from Assumption (11). Because the arrival rate in the $n$th system is of order $n$, a sample path version of Little’s law known as the snapshot principle (see Reiman [25]) suggests that

$$V^n(t) \approx \frac{Q^n(t)}{n \rho^n} \propto \sqrt{n}/n = 1/\sqrt{n},$$

meaning the offered waiting time in the $n$th system shrinks at rate $n^{-1/2}$ as $n$ grows large. Therefore, as in an observation made much earlier by Lehoczky [20] (and further developed in Doytchinov et al. [7], Kruk
et al. [18, 19, 16] for a GI/GI/1 + GI system operating under the earliest-deadline-first service discipline, and under the assumption that customers do not abandon the system when their deadline expires), for the limiting system to capture the effects of customer abandonments, customer abandonment times must be shrinking (at rate \( \sqrt{n} \)) as \( n \) grows large. Furthermore, for more than only the behavior of the abandonment distribution close to the origin be used to determine whether or not a customer in the \( n \)th system abandons when \( n \) is large, the hazard rate scaling must inflate its argument by \( \sqrt{n} \).

Under Assumption 2.1, (12) implies the distribution of abandonment times in the \( n \)th system is

\[
F^n(x) = 1 - \exp \left( -\int_0^x h(\sqrt{n}u) \, du \right) \quad \text{for } x \geq 0. \tag{14}
\]

Under Assumption 2.2, (12) implies the upper bound on abandonment times in the \( n \)th system is

\[
\frac{C}{\sqrt{n}}. \tag{15}
\]

and the distribution of abandonment times in the \( n \)th system is

\[
F^n(x) = \left( 1 - \exp \left( -\frac{1}{\sqrt{n}} \int_0^{(x/C + C)} h(w) \, dw \right) \right) + b^n \mathbf{1}\{\sqrt{n}x \geq C\}, \tag{16}
\]

where

\[
b^n \equiv \exp \left( -\frac{1}{\sqrt{n}} \int_0^C h(w) \, dw \right). \tag{17}
\]

We assume customer abandonment times in the \( n \)th system are an i.i.d. sequence of random variables \( \{a^n_j, j \geq 1\} \) having distribution \( F^n \) defined in either (14) or (16). Note that the sum of centered service times of those customers that will eventually abandon becomes

\[
S^n(i) = \frac{1}{n} \sum_{j=1}^{i} (v_j - E[v_1]) \mathbf{1}\{V^n(t^n_{i-1}) \geq a^n_i\}. \tag{18}
\]

It is useful for later analysis to define the fluid-scaled quantity

\[
\bar{A}^n(t) \equiv \frac{A^n(t)}{n}, \tag{19}
\]

and the diffusion-scaled quantities

\[
\bar{V}^n(t) \equiv \sqrt{n}V^n(t), \tag{20}
\]

\[
\bar{A}^n(t) \equiv \sqrt{n} \left( \frac{1}{n}A^n(t) - \rho^n t \right), \tag{21}
\]

\[
\bar{S}^n(t) \equiv \sqrt{n}S^n([nt]), \tag{22}
\]

\[
\bar{S}^n(t) \equiv \sqrt{n}S^n([nt]), \tag{23}
\]

\[
\bar{M}^n(t) \equiv \frac{1}{\sqrt{n}} M^n([nt]), \tag{24}
\]

\[
\bar{\tau}^n(t) \equiv \sqrt{n}\tau^n(t). \tag{25}
\]

Recall from (13) that the scaling that leads to a nondegenerate limit process should inflate the offered waiting time process by \( \sqrt{n} \).

We require the following technicalities. All random variables are defined on a common probability space \((\Omega, \mathcal{F}, P)\). For each positive integer \( d \), let \( D([0, \infty), \mathcal{H}^d) \) be the space of right-continuous functions with left limits in \( \mathcal{H}^d \) having time domain \([0, \infty)\). We endow \( D([0, \infty), \mathcal{H}^d) \) with the usual Skorokhod [28] \( J_1 \) topology, and let \( M^d \) denote the Borel \( \sigma \)-algebra associated with the \( J_1 \) topology. All stochastic processes are measurable functions from \((\Omega, \mathcal{F}, P)\) into \((D([0, \infty), \mathcal{H}^d), M^d)\) for some appropriate dimension \( d \). We will often use the notation \( \xi^n = \{\xi^n(t), t \geq 0\} \) to denote the stochastic process associated with a collection of random variables \( \{\xi^i(t), t \geq 0\} \). Suppose \( \{\xi^n\}_{n=1}^\infty \) is a sequence of stochastic processes. The notation \( \xi^n \Rightarrow \xi \) means that the
probability measures induced by the $\xi^a$’s on $(D([0, \infty), \mathfrak{M}^d), M^d)$ converge weakly to the probability measure on $(D([0, \infty), \mathfrak{M}^d), M^d)$ induced by the stochastic process $\xi$. The notation $\equiv$ means equal in distribution.

The functional strong law of large numbers (see, for example, Theorem 5.10 in Chen and Yao [5]) establishes

$$\bar{A}^n \to e,$$  \hspace{1cm} (26)

$P$-almost surely uniformly on compact sets as $n \to \infty$, where $e(t) = t$ for all $t \geq 0$ is the identity function. Let $W_{S,1}$ and $W_{S,2}$ be independent, standard Brownian motions. The functional central limit theorem for renewal processes (see, for example, Theorem 5.11 in Chen and Yao [5]) establishes

$$\bar{A}^n \Rightarrow \text{var}(u_i)W_{S,1}$$

as $n \to \infty$, and Donsker’s theorem (see, for example, Theorem 14.1 in Billingsley [3]) establishes

$$\bar{S}^n \Rightarrow \text{var}(v_i)W_{S,2}$$

as $n \to \infty$. The assumed independence of the interarrival and service time sequences implies the joint convergence

$$(\bar{A}^n, \bar{S}^n) \Rightarrow (\text{var}(u_i)W_{S,1}, \text{var}(v_i)W_{S,2})$$

as $n \to \infty$. We often use the random time change theorem in our proofs, and a convenient statement of this result can be found in Chapter 3, §14 of Billingsley [3]. In general, addition is not a continuous map from $D([0, \infty), \mathfrak{M}) \times D([0, \infty), \mathfrak{M}) \to D([0, \infty), \mathfrak{M})$, however, addition is a continuous map on the subspace of continuous functions. All limit processes in this paper are continuous, and so we often use the continuous mapping theorem (see, for example, Theorem 3.4.1 of Whitt [35]) in association with the addition operator and obtained limit processes without further explanation. Finally, the space $D([0, \infty), \mathfrak{M})$ is separable and complete by Theorem 16.3 in Billingsley [3], and so relative compactness and tightness in $D([0, \infty), \mathfrak{M})$ are equivalent by Prohorov’s theorem (see, for example, Theorem 5.1 in Billingsley [3] for the direct half and Theorem 5.2 in Billingsley [3] for the converse half). We use the two words interchangeably.

3.2. Intuition for the hazard rate scaling. To produce an interesting limiting diffusion approximation, we would like the state-dependent rate at which customers are abandoning the system, appropriately scaled, to converge to a nondegenerate limit. To calculate this state-dependent rate, we must first determine the probability that each customer in the queue will abandon the system in the next small amount of time. We can calculate this abandonment probability for each customer using the hazard rate function associated with the abandonment distribution as follows.

First, as in Whitt [37], we assume that few customers have abandoned, and so the amount of time that the $i$th customer from the back of the queue has been waiting is close to $i/n$, since $i$ customers have arrived after this customer, the average interarrival time in the $r$th system is $1/(\rho^n n)$, and $\rho^n$ is close to 1. This then implies that the probability that this customer will abandon the system in the next $\delta$ time units is close to $h^n(i/n)\delta$, and so, summing over all the customers in line at time $t$, the abandonment rate at time $t$ is approximately

$$\sum_{i=1}^{Q^n(t)} h^n \left( \frac{i}{n} \right).$$

From (13), $Q^n \approx n\rho^n V^n$, and so since $\rho^n$ is close to 1 for large $n$, the above sum is approximately

$$\sum_{i=1}^{n V^n(t)} h^n \left( \frac{i}{n} \right) \approx \sum_{i=1}^{\sqrt{n}V^n(t)} h \left( \frac{i}{\sqrt{n}} \right),$$

where the equality follows from the definition of $h^n$ in (12) and $\bar{V}^n$ in (20).

Since the relationship (13) also suggests that the queue length is growing at rate $\sqrt{n}$, to have any hope of obtaining a finite, state-dependent total system abandonment rate, we must scale by $n^{-1/2}$. Then, assuming that $\bar{V}^n \Rightarrow V$ as $n \to \infty$, we find that

$$\frac{1}{\sqrt{n}} \sum_{i=1}^{\sqrt{n}V^n(t)} h \left( \frac{i}{\sqrt{n}} \right) \Rightarrow \int_0^{V^n(t)} h(u) \, du$$

(28)
as \( n \to \infty \), also using the definition of the Riemann-Stieltjes integral. Hence we have a limiting regime in which the total system abandonment rate converges to a nondegenerate limit. Moreover, the entire abandonment distribution influences this limiting system abandonment rate.

We further conjecture that for large \( n \), the instantaneous rate of abandonment approximately equals the arrival rate times the probability that an arriving customer abandons. Consider a customer who arrives to the queue in the \( n \)th system at time \( t \) and finds the offered waiting time to be \( V^n(t) \). When abandonment times are unbounded, the probability that this customer abandons is

\[
F^n(V^n(t)) = 1 - \exp\left(-\int_0^{V^n(t)} h(\sqrt{u}) \, du\right),
\]

and a change of variables shows that the right-hand side of the above expression is equivalently rewritten as

\[
1 - \exp\left(-\frac{1}{\sqrt{n}} \int_0^{\tilde{V}^n(t)} h(u) \, du\right).
\]

Again, assuming \( \tilde{V}^n \Rightarrow V \) as \( n \to \infty \), a Taylor expansion of \( e^x \) about zero shows that the probability an arriving customer abandons decreases at rate \( \sqrt{n} \) as \( n \) grows large. In particular, applying L'Hopital’s rule shows

\[
\sqrt{n}F^n(V^n(t)) \Rightarrow \int_0^{V(t)} h(u) \, du
\]

as \( n \to \infty \). Comparing the limits (28) and (29) side by side shows

\[
\sum_{i=1}^{\infty} \frac{1}{\sqrt{i}} \approx nF^n(V^n(t)),
\]

suggesting that for large \( n \), the rate of abandonment approximately equals the arrival rate times the probability of abandonment.

### 3.3. Implications of the scaling.

In this section, we discuss the implications of our assumed hazard rate scaling (12) on customer impatience. We begin with the following definition. Recall that \( F^n \) represents the abandonment time distribution of customers in the \( n \)th system.

**Definition 3.1.** We say that customers are becoming more impatient on the diffusive time scale if

\[
F^n(x) + \frac{1}{\sqrt{n}} \geq F^n(x) - \frac{1}{\sqrt{n}}, \quad \text{for all } x \in \mathbb{R} \text{ and } n \geq 1.
\]

The diffusive time scale is of interest since from (13), customer waiting times in the \( n \)th system are of order \( n^{-1/2} \).

It is easy to see that customers are always becoming more impatient on the diffusive time scale and we record this as our first proposition of this section. The proof is immediate from the representation for \( F^n \) in (14) under Assumption 2.1 and (16) under Assumption 2.2, and so is omitted.

**Proposition 3.1.** Customers are becoming more impatient on the diffusive time scale for any abandonment time distribution satisfying Assumptions 2.1 or 2.2.

We next study what is occurring to customer impatience on the original time scale. The following definition characterizes customer impatience in terms of whether the abandonment time distribution function is stochastically increasing or decreasing as \( n \) increases.

**Definition 3.2.** We say that customers are becoming more impatient (patient) on the original time scale if \( F^{n+1}(x) \geq F^n(x) \) (\( F^{n+1}(x) \leq F^n(x) \)), for all \( x \in \mathbb{R} \) and \( n \geq 1 \).

When we do not change the timescale as \( n \) increases, the characterization of customer patience levels is more complicated, and requires closer examination of the hazard rate function \( h \). Recall the following definition of a distribution function \( G \) with an increasing (decreasing) average hazard rate.

**Definition 3.3.** A distribution function \( G \), with hazard rate \( h \), is said to possess an increasing average hazard rate if for \( 0 \leq a \leq b \),

\[
\frac{1}{a} \int_0^a h(u) \, du \leq \frac{1}{b} \int_0^b h(u) \, du.
\]

We say that \( G \) has a decreasing average hazard rate if the above inequality holds with \( b \leq a \).
The following result characterizes impatience on the original time scale.

**Proposition 3.2.** Under either Assumptions 2.1 or 2.2, customers become more impatient (patient) on the original time scale if and only if their abandonment time distribution possesses an increasing (decreasing) average hazard rate.

**Proof of Proposition 3.2.** Suppose first that $F$ possesses an increasing average hazard rate. Then, for each $x \geq 0$ under Assumption 2.1 or $0 \leq x < C^n$ under Assumption 2.2, from the expression for $F^n$ in (14) or (16),

$$1 - F^n(x) = e^{-(1/\sqrt{n})} \int_0^x h(u) \, du \geq e^{-(1/\sqrt{n})} \int_0^x \sqrt{n} h(u) \, du = 1 - F^{n+1}(x),$$

where the inequality follows since $F$ possesses an increasing average hazard rate.

Suppose, on the other hand, that customers are becoming more impatient on the original time scale. Then, for each $x \geq 0$ under Assumption 2.1 or $0 \leq x < C^n$ under Assumption 2.2,

$$e^{-(1/\sqrt{n})} \int_0^x h(u) \, du = 1 - F^n(x) \geq 1 - F^{n+1}(x) = e^{-(1/\sqrt{n})} \int_0^x \sqrt{n} h(u) \, du,$$

so that $F$ possess an increasing average hazard rate. □

Because the exponential distribution is the only continuous distribution with a constant hazard rate, we also have the following immediate corollary of Proposition 3.2.

**Corollary 3.1.** The level of customer patience remains constant if and only if the abandonment distribution is exponential.

### 4. Nonlinear generalized regulator mappings

The key to our asymptotic analysis in §5 (that establishes the weak convergence of the offered waiting time process) is to represent the offered waiting time process in the $n$th system is

$$V^n(t) = X^n(t) + \epsilon^n(t) - \int_0^t \left( \int_0^{V^n(s)} h^n(u) \, du \right) \, ds + I^n(t),$$

where

$$X^n(t) = \frac{1}{n} A^n(t) - \rho^n t + S^n(A^n(t)) + t(\rho^n - 1) - S^a(A^n(t)) - \frac{1}{n} M_a(A^n(t))$$

and also using the definition of $F^n$ in (14)

$$e^n(t) = \int_0^t \left( \int_0^{V^n(s)} h^n(u) \, du \right) \, ds - \frac{1}{n} \int_0^t F^n(V^n(s)) \, dA^n(s).$$

Under Assumption 2.2, we add and subtract the number of arrivals that find the offered waiting time process exceeding the upper bound on abandonment times, appropriately scaled,

$$U^n(t) = \frac{h^n}{n} \int_0^t 1\{V^n(s) \geq C^n\} \, dA^n(s),$$

to the right-hand side of (30) to find

$$V^n(t) = X^n(t) + \epsilon^{n}_B(t) - \int_0^t \left( \int_0^{V^n(s) \wedge C^n} h^n(u) \, du \right) \, ds + I^n(t) - U^n(t),$$

where $X^n$ is as defined in (31) and also using the definition of $F^n$ in (16)

$$e^{n}_B(t) = \int_0^t \left( \int_0^{V^n(s) \wedge C^n} h^n(u) \, du \right) \, ds + \frac{h^n}{n} \int_0^t 1\{V^n(s) \geq C^n\} \, dA^n(s) - \frac{1}{n} \int_0^t F^n(V^n(s)) \, dA^n(s)$$

$$= \frac{1}{\sqrt{n}} \int_0^t \left( \int_0^{\sqrt{n} V^n(s) \wedge C} h(w) \, dw \right) \, ds - \frac{1}{\sqrt{n}} \int_0^t \left( 1 - \exp\left( -\frac{1}{\sqrt{n}} \int_0^{\sqrt{n} V^n(s) \wedge C} h(w) \, dw \right) \right) \, dA^n(s).$$
Observe that the process $I^n$ in (30) and (34) only increases when $V^n$ is 0 and the process $U^n$ in (33) only increases when $V^n$ is equal to or exceeds $C^n$. Regarding $X^n + \epsilon^n$ and $X^n + \epsilon^n_B$ as the “free” processes, Equations (30) and (34) immediately suggest the nonlinear generalizations of the conventional one- and two-sided regulator mappings required to obtain weak convergence results on the offered waiting time process under Assumptions 2.1 and 2.2.

The remainder of this section is organized as follows. We define a one-sided, nonlinear generalized regulator mapping in §4.1, and prove its existence, uniqueness, and continuity. Next, in §4.2, we do the same for a two-sided, nonlinear generalized regulator mapping.

### 4.1. The one-sided, nonlinear generalized regulator mapping

The one-sided, nonlinear generalized regulator mapping generalizes the conventional one-sided regulator mapping first introduced in Skorokhod [28] having the explicit form

$$
\phi(x)(t) \equiv x(t) + \psi(x)(t) \in [0, \infty) \quad \text{for all } t \geq 0,
$$

for $x \in D([0, \infty), \mathfrak{M})$ and

$$
\psi(x)(t) \equiv \sup_{0 \leq s \leq t} [-x(s)]^+,
$$

to a mapping that allows for nonlinear state-space dependence.

**Definition 4.1 (The One-Sided, Nonlinear Generalized Regulator Mapping).** Given $h$ a nonnegative, continuous function on $[0, \infty)$ and $x \in D([0, \infty), \mathfrak{M})$ having $x(0) \geq 0$, the one-sided, nonlinear generalized regulator mapping

$$(\phi, \psi): D([0, \infty), \mathfrak{M}) \mapsto D([0, \infty), [0, \infty) \times [0, \infty))$$

is defined by

$$
(\phi, \psi)(x)(t) \equiv (z, l),
$$

where

**Condition 1 (C1).** $z(t) = x(t) - \int_0^t \left( \int_0^{\psi_l(t)} h(u) \, du \right) \, ds + l(t) \in [0, \infty)$ for all $t \geq 0$;

**Condition 2 (C2).** $l$ is nondecreasing, $l(0) = 0$, and $\int_0^\infty z(t) \, dl(t) = 0$.

When $h$ is the zero function, $\phi$ and $\psi$ in (36) and (37) uniquely satisfy Definition 4.1. When the function $h$ is constant, the nonlinear, generalized one-sided regulator mapping becomes the linearly generalized one-sided mapping given in §5 of Reed and Ward [24].

For $x \in D([0, \infty), \mathfrak{M})$ having $x(0) \geq 0$ and $(\phi, \psi)$ defined in (36) and (37), set

$$
z \equiv \phi(x) = \phi(\mathfrak{R}^h(x))
$$

$$
l \equiv \psi(x) = \psi(\mathfrak{R}^h(x)),
$$

where the mapping $\mathfrak{R}^h: D([0, \infty), \mathfrak{M}) \mapsto D([0, \infty), \mathfrak{M})$ has $\mathfrak{R}^h(x) \equiv w$ for $w$ that solves the integral equation

$$
w(t) = x(t) - \int_0^t \left( \int_0^{\phi_l(t)} h(u) \, du \right) \, ds
$$

having initial condition $w(0) = x(0)$. Observe that $(z, l)$ defined in (38) and (39) satisfy (C1) and (C2) of Definition 4.1 because

(i) from (36), (38), (39), and (40),

$$
0 \leq \phi(\mathfrak{R}^h(x))(t) = \mathfrak{R}^h(x)(t) + \psi(\mathfrak{R}^h(x))(t) = x(t) - \int_0^t \left( \int_0^{\psi_l(t)} h(u) \, du \right) \, ds + l(t);
$$

(ii) the function $\psi(\mathfrak{R}^h(x))$ is nondecreasing from its definition in (37), $\psi(\mathfrak{R}^h(x))(0) = 0$ since $\mathfrak{R}^h(x)(0) = x(0) \geq 0$ by assumption on $x$, and $\int_0^\infty \phi(\mathfrak{R}^h(x))(t) \, dl(\mathfrak{R}^h(x))(t) = 0$ from the definitions of $\phi$ and $\psi$ in (36) and (37).

Therefore the key to proving existence, uniqueness, and continuity of the nonlinear, generalized one-sided regulator mapping in Definition 4.1 is the following lemma that establishes the existence, uniqueness, and local Lipschitz continuity of the solution to the integral Equation (40). We note that if $h$ is bounded on $[0, \infty)$, then the mapping $\mathfrak{R}^h$ is globally Lipschitz, in particular, the constant $\kappa$ in Lemma 4.1, part (ii) below depends only on $T$ and the conclusion in (ii) holds for all $x_1, x_2 \in D([0, \infty), \mathfrak{M})$. 

Lemma 4.1 (Properties of the Integral Equation (40)). Let \( h \) be a nonnegative continuous function on \([0, \infty)\).

(i) For each \( x \in D([0, \infty), \mathcal{F}) \), there exists a unique \( w \) satisfying (40).

(ii) Let \( T > 0 \) and \( x \in D([0, \infty), \mathcal{F}) \). There exists \( \kappa \), dependent on \( x \), such that if \( x_1, x_2 \in D([0, \infty), \mathcal{F}) \) satisfy

\[
\|x_1 - x\|_T < 1 \quad \text{and} \quad \|x_2 - x\|_T < 1,
\]

then

\[
\|\mathcal{I}^h(x_1) - \mathcal{I}^h(x_2)\|_T < \kappa\|x_1 - x_2\|_T.
\]

(iii) The function \( \mathcal{I}^h \) is continuous when the space \( D([0, \infty), \mathcal{F}) \) is endowed with Skorohod \( J_1 \) topology.

Our next proposition establishes the existence, uniqueness, and continuity of the nonlinear, generalized one-sided regulator mapping. It is useful for its proof and also for later analysis to observe that Lemma 13.4.1 of Whitt [35] establishes that for any \( x_1, x_2 \in D([0, \infty), \mathcal{F}) \),

\[
\|\psi(x_1) - \psi(x_2)\|_T \leq \|x_1 - x_2\|_T,
\]

and therefore from (36), as in Lemma 13.5.1 of Whitt [35],

\[
\|\phi(x_1) - \phi(x_2)\|_T \leq 2\|x_1 - x_2\|_T.
\]

Proposition 4.1 (Properties of the Nonlinear, Generalized One-Sided Regulator Mapping).

Let \( h \) be a nonnegative continuous function on \([0, \infty)\).

(i) For each \( x \in D([0, \infty), \mathcal{F}) \) having \( x(0) \geq 0 \), there exists a unique pair of functions

\[
(\phi^h, \psi^h)(x) = (z, l)
\]

that satisfies (C1)–(C2) of Definition 4.1.

(ii) Suppose \( x \in D([0, \infty), \mathcal{F}) \) and \( x(0) \geq 0 \). Let \( h^h(x) = h(\sqrt{n}x) \) for all \( x \geq 0 \) be as defined in (12). Then,

\[
\sqrt{n}(\phi^{h^h}, \psi^{h^h})(x) = (\phi^h, \psi^h)(\sqrt{n}x).
\]

(iii) Let \( T > 0 \) and \( x \in D([0, \infty), \mathcal{F}) \). There exists \( \kappa \), dependent on \( x \) such that if \( x_1, x_2 \in D([0, \infty), \mathcal{F}) \) satisfy

\[
\|x_1 - x\|_T < 1 \quad \text{and} \quad \|x_2 - x\|_T < 1,
\]

then

\[
\|\phi^h(x_1) - \phi^h(x_2)\|_T \vee \|\psi^h(x_1) - \psi^h(x_2)\|_T \leq \kappa\|x_1 - x_2\|_T.
\]

(iv) Both the functions \( \phi^h \) and \( \psi^h \) are continuous when the space \( D([0, \infty), \mathcal{F}) \) is endowed with the Skorohod \( J_1 \) topology.

Proof.

(i) Existence follows from the representations (38) and (39) and part (i) of Lemma 4.1. To see the representations (38) and (39) are unique, let \((z, l)\) be a solution satisfying (C1)–(C2) of Definition 4.1. Since for

\[
g(t) \equiv x(t) - \int_0^t \left( \int_0^s h(u) \, du \right) \, ds, \quad t \geq 0,
\]

from (C1)

\[
z(t) = g(t) + l(t) \geq 0,
\]

and \( l \) satisfies (C2), we conclude

\[
(z, l) = (\phi, \psi)(g).
\]

(44)

If we now show that \( g = \mathcal{I}^h(x) \), we will then have that

\[
(z, l) = (\phi(\mathcal{I}^h(x)), \psi(\mathcal{I}^h(x))),
\]

which, by part (i) of Lemma 4.1 and the uniqueness of \((\phi, \psi)\), will uniquely define \((z, l)\). However, by (44), we have \( z = \phi(g) \) and so it follows upon substitution into (43) that

\[
g(t) = x(t) - \int_0^t \left( \int_0^{\phi(g)(u)} h(u) \, du \right) \, ds
\]

as desired.
(ii) Since

\[(\phi^h, \psi^h)(x) = (z, l)\]  \hspace{1cm} (45)

satisfies (C1) of Definition 4.1.

\[z(t) = x(t) - \int_0^t \left( \int_0^u h^\rho (u) \, du \right) \, ds + l(t).\]

Let \(z^n = \sqrt{n} z\), \(x^n = \sqrt{n} x\), and \(l^n = \sqrt{n} l\). Multiply both sides of the above equation by \(\sqrt{n}\) to find

\[z^n(t) = x^n(t) - \int_0^t \left( \int_0^u h(u) \, du \right) \, ds + l^n(t).\]

Since also (C2) of Definition 4.1 holds for \(z^n, l^n\) is nondecreasing, \(l^n(0) = \sqrt{n}l(0) = 0\), and \(\int_0^{\infty} z^n(t) \, dl^n(t) = \int_0^{\infty} nz(t) \, dl(t) = 0\), we conclude

\[(\phi^h, \psi^h)(x^n) = (z^n, l^n).\]

Therefore, from the definitions of \(z^n, l^n\), and \(x^n\), and the equality (45),

\[\sqrt{n}(\phi^h, \psi^h)(x) = \sqrt{n}(z, l) = (z^n, l^n) = (\phi^h, \psi^h)(x^n) = (\phi^h, \psi^h)(\sqrt{n} x).\]

(iii) From the representations (38) and (39), the Lipschitz property of \(\psi\) and \(\phi\) in (41) and (42), and part (ii) of Lemma 4.1,

\[\|\phi^h(x_1) - \phi^h(x_2)\|_T \leq \|\phi^h(x_1) - \phi^h(x_2)\|_T \leq 2\|\phi^h(x_1) - \phi^h(x_2)\|_T \leq 2\kappa \|x_1 - x_2\|_T,\]

where \(\kappa\) is as in part (ii) of Lemma 4.1.

(iv) Suppose that \(x^n \to x\) as \(n \to \infty\) in the Skorohod \(J_1\) topology. Then, from part (iii) of Lemma 4.1, we have that

\[\mathcal{M}^h(x^n) \to \mathcal{M}^h(x) \quad \text{as} \quad n \to \infty\]

in the Skorohod \(J_1\) topology. Thus, since by Theorems 13.4.1 and 13.5.1 in Whitt [35], \(\phi\) and \(\psi\) are both continuous in the Skorohod \(J_1\) topology, and compositions of continuous functions are continuous, this then implies that as \(n \to \infty\), in the Skorohod \(J_1\) topology,

\[\phi^h(x^n) = \phi(\mathcal{M}^h(x^n)) \to \phi(\mathcal{M}^h(x)) = \phi^h(x)\]

and

\[\psi^h(x^n) = \psi(\mathcal{M}^h(x^n)) \to \psi(\mathcal{M}^h(x)) = \psi^h(x).\]

4.2. The two-sided, nonlinear generalized regulator mapping. The two-sided, nonlinear generalized regulator mapping generalizes the conventional two-sided regulator mapping defined in §14.8.1 of Whitt [35], and having the explicit form given in Theorem 1.4 in Kruk et al. [17].

Definition 4.2. Let \(C > 0\). Given \(h\) a nonnegative continuous function on \([0, C]\) and \(x \in D([0, \infty), \mathfrak{H})\) having \(0 \leq x(0) \leq C\), the two-sided, nonlinear generalized regulator mapping

\[(\phi^h_C, \psi^h_{1, C}, \psi^h_{2, C}): D([0, \infty), \mathfrak{H}) \to D([0, \infty), [0, C] \times [0, \infty) \times [0, \infty))\]

is defined by

\[(\phi^h_C, \psi^h_{1, C}, \psi^h_{2, C}) \equiv (z, l, u),\]

where

\[\text{Condition 3 (C3).} \quad z(t) = x(t) - \int_0^t \left( \int_0^u h(u) \, du \right) \, ds + l(t) - u(t) \in [0, C] \quad \text{for all} \quad t \geq 0;\]

\[\text{Condition 4 (C4).} \quad l \quad \text{and} \quad u \quad \text{are nondecreasing,} \quad l(0) = u(0) = 0, \quad \text{and} \quad \int_0^\infty z(t) \, dl(t) = \int_0^\infty [C - z(t)]^+ \, du(t) = 0.\]
Similar to §4.1, when \( h \) is the zero function, Definition 4.2 defines the conventional, two-sided regulator mapping, and we denote the unique mapping by \((\phi_C, \psi_{1,C}, \psi_{2,C})\). When the function \( h \) is constant, the two-sided, nonlinear generalized regulator mapping becomes the linearly generalized two-sided mapping given in Definition 2 of Ward and Kumar [34].

For \( x \in D([0, \infty), \mathbb{R}) \) having \( 0 \leq x(0) \leq C \), set

\[
z \equiv \phi_C^h(x) = \phi_C(\mathcal{K}_C^h(x)) \quad (46)
\]

\[
l \equiv \psi_{1,C}^h(x) = \psi_{1,C}(\mathcal{K}_C^h(x)) \quad (47)
\]

\[
u \equiv \psi_{2,C}^h(x) = \psi_{2,C}(\mathcal{K}_C^h(x)),
\]

where the mapping \( \mathcal{K}_C^h: D([0, \infty), \mathbb{R}) \to D([0, \infty), \mathbb{R}) \) has \( \mathcal{K}_C^h(x) \equiv w \) for \( w \) that solves the integral equation

\[
w(t) = x(t) - \int_0^t \left( \int_0^{\phi_C(w(u))} h(u) \, du \right) \, ds \quad (49)
\]

having initial condition \( w(0) = x(0) \). By paralleling the arguments in the beginning of §4.1, it is straightforward to show that (\( z, l, u \)) defined in (46)–(48) satisfy (C3) and (C4) of Definition 4.2. Therefore, the key to understanding the properties of the two-sided, nonlinear generalized regulator mapping in Definition 4.2 is to understand the properties of the integral Equation (49).

**Lemma 4.2 (Properties of the Integral Equation (49)).** Let \( h \) be a nonnegative continuous function on \([0, C]\).

(i) For each \( x \in D([0, \infty), \mathbb{R}) \), there exists a unique \( w \) satisfying (49).

(ii) Let \( T > 0 \). There exists a finite constant \( \kappa \) that depends only on \( T \) such that for any \( x_1, x_2 \in D([0, \infty), \mathbb{R}) \) having \( 0 \leq x_1(0), x_2(0) \leq C \),

\[
\| \phi_C^h(x_1) - \phi_C^h(x_2) \|_T \leq \kappa \| x_1 - x_2 \|_T.
\]

(iii) The function \( \phi_C^h \) is continuous when the space \( D([0, \infty), \mathbb{R}) \) is endowed with the Skorohod \( J_1 \) topology.

The main proposition of this subsection establishes several useful properties of the two-sided, nonlinear generalized regulator mapping.

**Proposition 4.2 (Properties of the Two-Sided, Nonlinear Generalized Regulator Mapping).** Let \( h \) be a nonnegative continuous function on \([0, C]\).

(i) For each \( x \in D([0, \infty), \mathbb{R}) \) having \( 0 \leq x(0) \leq C \), there exists a unique pair of functions

\[
(\phi_C^h, \psi_{1,C}^h, \psi_{2,C}^h)(x) = (z, l, u)
\]

that satisfies (C3)–(C4) of Definition 4.2.

(ii) Suppose \( x \in D([0, \infty), \mathbb{R}) \) and \( 0 \leq x(0) \leq C \). Let \( h^\alpha(x) = h(\sqrt{\alpha}x) \) for all \( x \geq 0 \) be as defined in (12). Then,

\[
\sqrt{n}(\phi_{C,\alpha}^h, \psi_{1,C,\alpha}^h, \psi_{2,C,\alpha}^h)(x) = (\phi_{C,\sqrt{\alpha}C}^h, \psi_{1,C,\sqrt{\alpha}C}^h, \psi_{2,C,\sqrt{\alpha}C}^h)(\sqrt{n}x).
\]

(iii) Let \( T > 0 \). There exists a finite constant \( \kappa \) that depends only on \( T \) such that for any \( x_1, x_2 \in D([0, \infty), \mathbb{R}) \) having \( 0 \leq x_1(0), x_2(0) \leq C \),

\[
\| \phi_C^h(x_1) - \phi_C^h(x_2) \|_T \leq \kappa \| x_1 - x_2 \|_T.
\]

Furthermore, \(^2\) if \( \| x^\alpha - x \|_T \to 0 \) as \( n \to \infty \), then

\[
\| \psi_{1,C}^h(x^\alpha) - \psi_{1,C}^h(x) \|_T \to 0, \quad j \in \{1, 2\}
\]

as \( n \to \infty \).

(iv) The functions \( \phi_C^h, \psi_{1,C}^h, \) and \( \psi_{2,C}^h \) are continuous when the space \( D([0, \infty), \mathbb{R}) \) is endowed with the Skorohod \( J_1 \) topology.

**Proof.**

(i) Existence follows from the representations (46)–(48) and part (i) of Lemma 4.2. The proof of uniqueness is very similar to part (i) of Proposition 4.1, and so is omitted.

\(^2\) We remark that the Lipschitz property does not hold for \( \psi_{1,C}^h \) and \( \psi_{2,C}^h \). See Example 14.8.1 of Whitt [35] for a counterexample to the Lipschitz property for the conventional two-sided regulator mapping.
(ii) Since

\[ (\phi_t^h, \psi_t^h, \psi_t^L_c)(x) = (z, l, u) \]

satisfies (C3) of Definition 4.2,

\[ z(t) = x(t) - \int_0^t \left( \int_0^t h(u) \, du \right) \, ds + l(t) - u(t) \in [0, C]. \]

Let \( z^n \equiv \sqrt{n}z, \ x^n \equiv \sqrt{n}x, \ l^n \equiv \sqrt{n}l, \ u^n \equiv \sqrt{n}u, \) and \( C^n \equiv \sqrt{n}C. \) Multiply both sides of the above equation by \( \sqrt{n} \) to find

\[ z^n(t) = x^n(t) - \int_0^t \left( \int_0^t h(u) \, du \right) \, ds + l^n(t) - u^n(t) \in [0, C^n]. \]

Since also (C4) of Definition 4.2 holds for \( (z, l, u), \ l^n, \) and \( u^n \) are nondecreasing, \( l^n(0) = u^n(0) = 0, \) and

\[ \int_0^\infty z^n(t) \, dl^n(t) = \int_0^\infty n z(t) \, dl(t) = 0 \]

\[ \int_0^\infty (C^n - z^n(t))^+ \, du^n(t) = \int_0^\infty n[C - z(t)]^+ \, du(t) = 0, \]

we conclude

\[ (\phi_t^h, \psi_t^h, \psi_t^L_c)(x^n) = (z^n, l^n, u^n). \]

Therefore, from the definitions of \( z^n, \ l^n, \) and \( x^n, \) and the equality (50),

\[ \sqrt{n}(\phi_t^h, \psi_t^h, \psi_t^L_c)(x) = \sqrt{n}(z, l, u) = (z^n, l^n, u^n) = (\phi_t^h, \psi_t^h, \psi_t^L_c)(\sqrt{n}x). \]

(iii) From the representations (46), the Lipschitz property of \( \phi_{[0, C]} \) established in Theorem 14.8.1 of Whitt [35] with Lipschitz constant 2, and part (i) of Lemma 4.2,

\[ \|\phi_{C, t}(x_1) - \phi_{C, t}(x_2)\|_T = \|\phi_{[0, C]}(\mathcal{M}_{C, t}(x_1)) - \phi_{[0, C]}(\mathcal{M}_{C, t}(x_2))\|_T \]

\[ \leq 2\|\mathcal{M}_{C, t}(x_1) - \mathcal{M}_{C, t}(x_2)\|_T \]

\[ \leq 2\kappa\|x_1 - x_2\|_T. \]

Next, assume \( \|x^n - x\|_T \to 0 \) as \( n \to \infty. \) Then, part (ii) of Lemma 4.2 guarantees

\[ \|\mathcal{M}_{C, t}(x^n) - \mathcal{M}_{C, t}(x)\|_T \leq \kappa\|x^n - x\|_T \to 0 \]

as \( n \to \infty. \) The representations of \( \psi_{1, c}^h \) and \( \psi_{2, c}^h \) in (47) and (48) and the continuity of the mappings \( \psi_{1, c} \) and \( \psi_{2, c} \) established in Theorem 14.8.1 in Whitt [35] then show that since a composition of continuous functions is continuous

\[ \|\psi_{J, c}(x^n) - \psi_{J, c}(x)\|_T \to 0 \]

as \( n \to \infty. \)

(iv) Since by Theorem 14.8.2 of Whitt [35], \( \phi_{C}, \psi_{1, c}, \) and \( \psi_{2, c} \) are all continuous in the Skorohod \( J_\iota \) topology, by part (iv) of Lemma 4.2, the proof now proceeds in the same manner as the proof of part (iii) of Proposition 4.1. \( \Box \)

5. Weak convergence of the offered waiting time process. We establish the weak convergence of the scaled offered waiting time process \( \tilde{V}^n \) in (20) when the abandonment distribution has unbounded support (Assumption 2.1) in §5.1, and when the abandonment distribution has bounded support (Assumption 2.2) in §5.2. Specifically, we prove the following theorem.

**Theorem 5.1.** Let \( W \) be a Brownian motion with drift \( \theta \) given in (11), variance \( \sigma^2 = \text{var}(u_1) + \text{var}(v_1), \) and initial position \( W(0) = 0. \)

(i) Under Assumption 2.1, \( (\tilde{V}^n, \tilde{I}^n) \Rightarrow (\phi^h, \psi^h)(W) \) as \( n \to \infty. \)

(ii) Under Assumption 2.2, \( (\tilde{V}^n, \tilde{I}^n, \tilde{U}^n) \Rightarrow (\phi^h, \psi_{1, c}^h, \psi_{2, c}^h)(W) \) as \( n \to \infty. \)
The limiting virtual waiting time process of Theorem 5.1 may loosely be described as a diffusion process with infinitesimal drift given by

\[ m(x) = \theta x - \int_0^x h(u) \, du, \quad \text{for } x \geq 0, \]

and infinitesimal variance \( \sigma^2 \). There is a lower reflecting barrier at the origin for the case of part (i). Part (ii) also requires an upper reflecting barrier at the point \( C \), which represents an upper limit on the abandonment times.

Define

\[ \tilde{X}^n(t) = \sqrt{n}X^n(t) \quad (51) \]

and

\[ \tilde{\epsilon}^n(t) = \sqrt{n}\epsilon^n(t). \quad (52) \]

### 5.1. Proof of Theorem 5.1 part (i)

The key to our weak convergence proof is to represent the offered waiting time process in terms of the one-sided, nonlinear generalized regulator mapping

\[ (V^n, I^n) = (\phi^n, \psi^n)(X^n + \epsilon^n), \quad (53) \]

from which the representation of the scaled offered waiting time process in terms of \((\phi^n, \psi^n)\) follows. To see that (53) is valid, first observe that the evolution Equation (30) combined with the original definition of \( V^n \) in (3) that guarantees \( V^n(t) \geq 0 \) for all \( t \geq 0 \) implies (C1) of Definition 4.1 holds. Next, from (8), for every \( n \), \( I^n \) is nondecreasing, has \( I^n(0) = 0 \), and

\[ \int_0^\infty V^n(t) \, dI^n(t) = \int_0^\infty V^n(t) \mathbf{1}\{V^n(t) = 0\} \, dt = 0, \]

and so (C2) is also satisfied.

The definitions of \( \bar{V}^n \) and \( \bar{I}^n \) in (20) and (25), the representation (53), the scaling property of the nonlinear, generalized one-sided regulator mapping in part (ii) of Proposition 4.1, and the definitions of \( \bar{X}^n \) in (51) and \( \bar{\epsilon}^n \) in (52) imply

\[ (\bar{V}^n, \bar{I}^n) = \sqrt{n}(V^n, I^n) \]

\[ = \sqrt{n}(\phi^n, \psi^n)(X^n + \epsilon^n) \]

\[ = (\phi^n, \psi^n)(\sqrt{n}(X^n + \epsilon^n)) \]

\[ = (\phi^n, \psi^n)(\bar{X}^n + \bar{\epsilon}^n). \quad (54) \]

Suppose we can show

\[ \bar{X}^n \Rightarrow W \quad \text{and} \quad \bar{\epsilon}^n \Rightarrow 0 \quad (55) \]

as \( n \to \infty \). Then, the continuous mapping theorem establishes

\[ \bar{X}^n + \bar{\epsilon}^n \Rightarrow W \]

as \( n \to \infty \). The result in part (i) then follows from the representation of \((\bar{V}^n, \bar{I}^n)\) in (54), the continuous mapping theorem, and part (iv) of Proposition 4.1.

To show (55), we require the following three lemmas. The first establishes that the process

\[ R^n(i) = \sum_{j=1}^i \mathbf{1}\{V^n(t_j^-) \geq a_j^n\} \quad (56) \]

defined, so that \( R^n(A^n(t)) \) is the cumulative number of customers in \([0, t]\) who have arrived by time \( t \) and will either already abandoned or will abandon after time \( t \), is small on fluid scale. Define

\[ \bar{R}^n(t) = \frac{1}{n} R^n(\lfloor nt \rfloor). \quad (57) \]

**Lemma 5.1.** Under Assumption 2.1 as \( n \to \infty \), \( \bar{R}^n \Rightarrow 0 \).

The second establishes the weak convergence of the diffusion-scaled martingale \( \bar{M}_a^n \) in (24) to the zero process.

**Lemma 5.2.** Under Assumption 2.1 as \( n \to \infty \), \( \bar{M}_a^n \Rightarrow 0 \).

The third establishes tightness of the offered waiting time process.

**Lemma 5.3.** The sequence \( \{\bar{V}^n\} \) is tight in \( D([0, \infty), \mathbb{R}) \).
5.1.1. Weak convergence of $\tilde{X}^n$ in (55). From the definition of $\tilde{X}^n$ in (51), the evolution equation for $X^n$ in (31), and the diffusion-scaled processes definitions in (21), (22), (23), and (24)

$$\tilde{X}^n(t) = \tilde{A}^n(t) + \tilde{S}^n(\tilde{A}^n(t)) + \sqrt{n}t(\rho^n - 1) - \tilde{S}^n_n(\tilde{A}^n(t)) - \tilde{M}^n_n(\tilde{A}^n(t)).$$

(58)

Since the service time sequence is i.i.d., recalling the definitions of $S^*_n$ and $\tilde{S}^*_n$ in (18) and (23), and $R^n$ in (56), for any $t \geq 0$,

$$\tilde{S}^*_n(\tilde{A}^n(t)) = \frac{1}{\sqrt{n}} \sum_{j=1}^{R^n(t)} (w_j - E[w_1])1\{V^n(t_j^n) \geq \sigma^n_j\} \stackrel{D}{=} \frac{1}{\sqrt{n}} \sum_{j=1}^{R^n(A^n(t))} (w_j - E[w_1]),$$

where $\{w_i, i \geq 1\}$ is an i.i.d. sequence of random variables with distribution equal to that of the service time distribution and which is also independent of the model primitives introduced in §2. It is straightforward to show that the finite-dimensional distributions are also equivalent, and so the definitions of $S^n$, $\tilde{S}^n$, and $\tilde{R}^n$ in (10), (22), and (57) imply

$$\tilde{S}^n \circ \tilde{R}^n \circ \tilde{A}^n \stackrel{D}{=} \tilde{S}^n \circ \tilde{A}^n.$$  

(59)

The almost sure convergence of $\tilde{A}^n$ in (26), the weak convergence of $\tilde{R}^n$ in Lemma 5.1, the weak convergence of $\tilde{S}^n$ in (27), and the random time change theorem show $\tilde{S}^n \circ \tilde{R}^n \circ \tilde{A}^n \Rightarrow 0$ as $n \to \infty$, and so the distributional equality in (59) implies

$$\tilde{S}^n \Rightarrow 0$$  

(60)

as $n \to \infty$. Finally, the representation of $\tilde{X}^n$ in (58), the almost sure convergence of $\tilde{A}^n$ in (26), the weak convergences in (27) and (60), the heavy-traffic Assumption (11), Lemma 5.2, and the random time change theorem imply

$$\tilde{X}^n \Rightarrow W$$

as $n \to \infty$.

5.1.2. Weak convergence of $\varepsilon^n$ in (55). Let $\{n_k\}$ be a subsequence along which

$$\tilde{V}^{n_k} \Rightarrow V$$

as $n_k \to \infty$. Such a subsequence exists since $\{\tilde{V}^n\}$ is tight in $D([0, \infty), \mathfrak{H})$ by Lemma 5.3. From (26), since $\tilde{A}^n$ converges to a deterministic limit process, the joint convergence

$$(\tilde{V}^{n_k}, \tilde{A}^{n_k}) \Rightarrow (V, e),$$

as $n_k \to \infty$, is valid. The Skorokhod [28] representation theorem (see, for example, Theorem 3.2.2 in Whitt [35]) guarantees there exists additional random elements on $(D([0, \infty), \mathfrak{H}), J_1) \times D([0, \infty), \mathfrak{H}), J_1$, $(\{\tilde{V}^{n_k}, \tilde{A}^{n_k}\})$, and $\tilde{V}$, defined on a possibly additional probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})$ such that

$$(\tilde{V}^{n_k}, \tilde{A}^{n_k}) \stackrel{D}{=} (\tilde{V}^{n_k}, \tilde{A}^{n_k}), \quad \tilde{V} \stackrel{D}{=} V$$

(61)

and

$$\tilde{P}(\text{lim}_{n_k \to \infty} (\tilde{V}^{n_k}, \tilde{A}^{n_k}) = (\tilde{V}, e)) = 1.$$  

(62)

Define

$$\tilde{e}^n(t) \equiv \int_0^t \left( \int_0^{\tilde{V}^{n}(w)} h(w) dw - \int_0^{\tilde{V}(w)} h(w) dw \right) ds$$

$$+ \int_0^t \left( \int_0^{\tilde{V}(w)} h(w) dw \right) ds - \int_0^t \sqrt{n} \left(1 - \exp\left(-\frac{1}{\sqrt{n}} \int_0^{\tilde{V}^{n}(w)} h(w) dw\right)\right) d\tilde{A}^n(s).$$

(63)

Observe from the definition of $\tilde{e}^n$ in (32), $e^n$ in (6), and $h^n$ in (12) that

$$\tilde{e}^n(t) = \sqrt{n}e^n(t)$$

$$= \int_0^t \left( \int_0^{\tilde{V}^{n}(w)} h(w) dw \right) ds - \int_0^t \sqrt{n} \left(1 - \exp\left(-\frac{1}{\sqrt{n}} \int_0^{\tilde{V}^{n}(w)} h(w) dw\right)\right) d\tilde{A}^n(s).$$

(64)
From the distributional equivalence (61), the definition of $\tilde{\epsilon}'$ in (63), and the representation of $\tilde{\epsilon}'$ in (64),

$$\tilde{\epsilon}' \overset{D}{=} \epsilon', \quad (65)$$

We now show that

$$\tilde{\epsilon}' \Rightarrow 0 \quad (66)$$
as $n_k \to \infty$. From the continuity of the integrand operator and the convergence in (62),

$$\int_0^{\tilde{\psi}_n(-)} h(w) \, dw \to \int_0^{\tilde{\psi}(-)} h(w) \, dw,$$
amost surely uniformly on compact sets of $[0, \infty)$ as $n_k \to \infty$, and so

$$\int_0 \left( \int_0^{\tilde{\psi}_n(-)} h(w) \, dw - \int_0^{\tilde{\psi}(-)} h(w) \, dw \right) \, ds \to 0,$$
amost surely uniformly on compact sets of $[0, \infty)$ as $n_k \to \infty$. Since

$$\sqrt{n} \left( 1 - \exp \left( -\frac{x}{\sqrt{n}} \right) \right) \to x,$$
as $n \to \infty$, uniformly on compact sets, we find

$$\sqrt{n_k} \left( 1 - \exp \left( -\frac{\int_0^{\tilde{\psi}_n(-)} h(w) \, dw}{\sqrt{n_k}} \right) \right) \to \int_0^{\tilde{\psi}(-)} h(w) \, dw,$$
amost surely uniformly on compact sets of $[0, \infty)$ as $n_k \to \infty$. Lemma 8.3 in Dai and Dai [6] and (62) then shows

$$\int_0 \left( \int_0^{\tilde{\psi}_n(-)} h(w) \, dw \right) \, ds - \int_0 \sqrt{n_k} \left( 1 - \exp \left( -\frac{\int_0^{\tilde{\psi}_n(-)} h(w) \, dw}{\sqrt{n_k}} \right) \right) \, d\tilde{\epsilon}'(s) \to 0,$$
amost surely uniformly on compact sets of $[0, \infty)$ as $n_k \to \infty$. We conclude from (63) that the weak convergence in (66) holds.

The distributional equivalence in (65) then implies $\tilde{\epsilon}' \Rightarrow 0$ as $n_k \to \infty$. Since the choice of subsequence $\{n_k\}$ was arbitrary, we conclude

$$\tilde{\epsilon}' \Rightarrow 0 \quad (66)$$
as $n \to \infty$.

5.2. Weak convergence Under Assumption 2.2. We desire to represent the offered waiting time process in (34) in terms of the two-sided, nonlinear generalized regulator mapping. However, since $\psi_n$ may sometimes exceed $C^n$ (which is easily seen from the evolution Equation (3)), we cannot directly represent $\psi_n$ using the two-sided, nonlinear generalized regulator mapping. Instead, we introduce the process

$$\tilde{\psi}'(t) \equiv V^n(t) \wedge C^n \quad \text{for all } t \geq 0, \quad (67)$$

and observe that

$$V^n(t) = \tilde{\psi}'(t) + \delta^n(t), \quad (68)$$

where

$$\delta^n(t) \equiv [V^n(t) - C^n]^+. \quad (69)$$

The following lemma shows that $V^n$ exceeds $C^n$ less and less often and by smaller and smaller amounts in our heavy-traffic asymptotic regime. Therefore, representing the process $\tilde{\psi}'$ in terms of the two-sided, nonlinear generalized regulator mapping allows us to use the same continuous mapping strategy as in our proof of part (i) in §5.1 to obtain weak convergence results for the process $V^n$. Let

$$\tilde{\delta}'(t) = \sqrt{n} \delta^n(t). \quad (70)$$

Lem 5.4. Under Assumption 2.2 as $n \to \infty$, $\tilde{\delta}' \Rightarrow 0$. 

| 
The processes $\mathcal{U}^n$, $I^n$, and $U^n$ can be represented as follows:

$$(\mathcal{U}^n, I^n, U^n) = (\phi^n_C, \psi^n_{1,C}, \psi^n_{2,C})(X^n + e^n_B - \delta^n).$$

To see (71) is valid, first observe from (34), (67), (68), and since the process $V^n$ is nonnegative that $0 \leq \mathcal{V}^n(t) \leq C^n$ for all $t \geq 0$ and

$$\mathcal{V}^n(t) = (X^n(t) + e^n_B(t) - \delta^n(t)) - \int_0^t \left( \int_0^\tau h^\nu(u) \, du \right) \, ds + I^n(t) - U^n(t),$$

meaning (C3) of Definition 4.2 holds. Next, from the definitions of $I^n$ in (8) and $U^n$ in (33), for every $n$, $I^n$ and $U^n$ are nondecreasing, have $I^n(0) = U^n(0) = 0$, and

$$\int_0^\infty \mathcal{V}^n(t) \, dt = \int_0^\infty (V^n(t) \wedge C^n) \mathbf{1}\{V^n(t) = 0\} \, dt = 0$$

$$\int_0^\infty [C^n - \mathcal{V}^n(t)]^+ \, dU^n(t) = \frac{\mathbf{b}^n}{n} \int_0^\infty [C^n - (V^n(t) \wedge C^n)]^+ \mathbf{1}\{V^n(t) \geq C^n\} \, dA^n(t) = 0,$$

and so (C4) of Definition 4.2 also holds.

Although we cannot directly parallel the representation (54) in the proof of part (i) in §5.1, we can use the two-sided, nonlinear generalized regulator mapping and the scaled processes

$$\mathcal{V}^n(t) = \sqrt{n} \mathcal{V}^n(t)$$

$$\mathcal{E}^n_B(t) = \sqrt{n} e^n_B(t)$$

$$\mathcal{U}^n(t) = \sqrt{n} U^n(t)$$

to establish a representation for $\left(\mathcal{V}^n, I^n, \mathcal{U}^n\right)$ that is similar in spirit. First, observe from the scalings for $\mathcal{V}^n$, $I^n$, and $\mathcal{U}^n$ in (72), (25), and (74), the representation of $\left(\mathcal{V}^n, I^n, U^n\right)$ in terms of the two-sided, nonlinear, generalized regulator mapping in (71), the definition of $C^n$ in (15), and that the scalings property of the nonlinear, generalized two-sided regulator mapping in part (ii) of Proposition 4.2 that

$$\left(\mathcal{V}^n, I^n, \mathcal{U}^n\right) = \sqrt{n}(\phi^n_C, \psi^n_{1,C}, \psi^n_{2,C})(X^n + e^n_B - \delta^n)$$

$$= (\phi^n_C, \psi^n_{1,C}, \psi^n_{2,C})(X^n + e^n_B - \bar{\delta}^n),$$

also recalling the scalings for $\bar{X}^n$, $\bar{e}^n_B$, and $\bar{\delta}^n$ in (51), (73), and (70). The representation for $V^n$ in terms of $\mathcal{V}^n$ and $\delta^n$ in (68) then implies

$$(\mathcal{V}^n, I^n, \mathcal{U}^n) = (\mathcal{V}^n, I^n, \mathcal{U}^n) + (\bar{\delta}^n, 0, 0).$$

We parallel the proof of part (i) in §5.1 to show

$$\left(\mathcal{V}^n, I^n, \mathcal{U}^n\right) \Rightarrow (\phi^n_C, \psi^n_{1,C}, \psi^n_{2,C})(W)$$

as $n \to \infty$. Lemma 5.4, the continuous mapping theorem, and the equality (76) then establish the result stated in part (ii) of Theorem 5.1.

From the representation (75), Lemma 5.4, the continuous mapping theorem, and part (iv) of Proposition 4.2, establishing

$$\bar{X}^n \Rightarrow W \quad \text{and} \quad \bar{e}^n_B \Rightarrow 0,$$

as $n \to \infty$, is sufficient to show (77). We require the following three Lemmas, which are the equivalents of Lemmas 5.1–5.3 when abandonment times are bounded.

**Lemma 5.5.** Under Assumption 2.2 as $n \to \infty$, $\widetilde{n}^n \Rightarrow 0$.

**Lemma 5.6.** Under Assumption 2.2 as $n \to \infty$, $\widetilde{M}^n \Rightarrow 0$.

**Lemma 5.7.** The sequence $\left\{\mathcal{V}^n\right\}$ is tight in $D([0, \infty), \mathbb{R})$.

By Lemmas 5.5 and 5.6, the arguments showing $\widetilde{n}^n \Rightarrow W$ as $n \to \infty$ in §5.1.1 remain valid. The definitions of $\bar{e}^n_B$ and $\bar{e}^n_B$ in (35) and (73), the definitions of $\bar{V}^n$ and $\bar{\mathcal{V}}^n$ in (67) and (72), and the representation of $F^n$ in (16) show

$$\bar{e}^n_B(t) = \int_0^t \left( \int_0^\tau h(u) \, dw \right) \, ds - \int_0^t \sqrt{n} \left( 1 - \exp \left( - \frac{1}{\sqrt{n}} \int_0^\tau h(u) \, dw \right) \right) \, d\bar{A}^n(s).$$

(79)

The representation of $\bar{e}^n_B$ in (79) above has exactly the same form as that for $\bar{e}^n_B$ in (64) in the proof of part (i) in §5.1.2, with $\mathcal{V}^n(s^-)$ replacing $V^n(s^-)$. Therefore, since Lemma 5.7 establishes the sequence $\left\{\mathcal{V}^n\right\}$ is tight in $D([0, \infty), \mathbb{R})$, the arguments in §5.1.2 showing $\bar{e}^n_B \Rightarrow 0$ as $n \to \infty$ also show $\bar{e}^n_B \Rightarrow 0$ as $n \to \infty$. 
6. Stationary performance measure approximation. We first show in §6.1 that the asymptotic behavior of the diffusion-scaled queue-length and offered waiting time processes are identical. Next, in §6.2, we derive the stationary distributions of the limiting diffusion processes in Theorem 5.1, which can be used to approximate steady-state performance measures for a GI/GI/1 queue. To handle the complications imposed by the presence of customers that may abandon the system before receiving service, we require the following study in §6.3 to evaluate the accuracy of our proposed steady-state performance measure approximations.

6.1. An asymptotic relationship between the queue-length and offered waiting time processes. We establish an asymptotic relationship between the queue-length and offered waiting time processes identical to that in Theorem 4 in §3 in Reiman [26] for a conventional GI/GI/1 queue. To handle the complications imposed by the presence of customers that may abandon the system before receiving service, we require the following Lemma. For $t \geq 0$, let $a^a(t)$ be the arrival time of the customer in service at time $t$ in the $n$th system. If the server is idle, let $a^a(t) = t$.

**Lemma 6.1.** Under either Assumptions 2.1 or 2.2,

$$n^{-1/2} \sum_{i=\mathcal{A}(t)}^{A^a(t)} \mathbf{1}\{V^n(t^n_{i+}^-) \geq a^n_i\} \to 0$$
as $n \to \infty$.

Let $\bar{Q}^a(t)$ be the queue length at time $t \geq 0$ in the $n$th system, and $\tilde{Q}^a(t) = n^{-1/2}Q^a(t)$ be the diffusion-scaled queue length.

**Theorem 6.1.** Under either Assumptions 2.1 or 2.2,

$$\bar{Q}^a - \tilde{V}^n \to 0$$
as $n \to \infty$.

For the proofs of both Lemma 6.1 and Theorem 6.1, it is useful to notice that the convergence in (16) of Theorem 4 in §3 in Reiman [26] continues to hold in our setting. In particular, since the server works at rate 1 and the system is FIFO,

$$V^n(a^n(i)^-) \leq t - a^n(i) \leq V^n(a^n(i)^-) + v^n_{\rho^n(a^n(i))},$$

and so recalling the scaling of the service times in (9) and the definition of \(\tilde{V}^n\) in (20),

$$\tilde{V}^n(a^n(i)^-) \leq \sqrt{n}(t - a^n(i)) \leq \tilde{V}^n(a^n(i)^-) + \frac{\nu_{\rho^n(a^n(i))}}{\sqrt{n}}.$$ 

Since $\sup_{k=1,\ldots,n} n^{-1/2}v_k \Rightarrow 0$ as $n \to \infty$ from Lemma 3 in Iglehart and Whitt [12], for each $T \geq 0$,

$$\sup_{0 \leq t \leq T} |\sqrt{n}(t - a^n(i)) - \tilde{V}^n(a^n(i)^-)| \Rightarrow 0,$$

as $n \to \infty$, which dividing by $\sqrt{n}$, implies

$$a^n \Rightarrow e$$

as $n \to \infty$.

**Proof of Theorem 6.1.** Since the service discipline is FIFO, the number of customers currently in queue is less than the number that have arrived after the customer currently in service plus one, $A^n(t) - A^n(a^n(i)) + 1$. Additionally, the current queue length exceeds $A^n(t) - A^n(a^n(i))$ minus the number of customers that have arrived after the one currently in service that will eventually abandon, and so

$$A^n(t) - A^n(a^n(i)) - \sum_{i=\mathcal{A}(t)}^{A^n(t)} \mathbf{1}\{V^n(t^n_{i+}^-) \geq a^n_i\} \leq Q^n(t) \leq A^n(t) - A^n(a^n(i)) + 1,$$
or also using the definition of $\hat{A}^a$ in (21),

$$\hat{A}^a(t) - \hat{A}^a(a^n(t)) + \sqrt{n} \rho^n(t - a^n(t)) - n^{-1/2} \sum_{i=\mathcal{A}(t)}^{A^n(t)} \mathbf{1}\{V^n(t^n_{i+}^-) \geq a^n_i\}$$

$$\leq \bar{Q}^a(t) \leq \hat{A}^a(t) - \hat{A}^a(a^n(t)) + \sqrt{n} \rho^n(t - a^n(t)) + n^{-1/2}.$$
Subtracting \( \tilde{V}^n \) from all sides and adding and subtracting several terms shows
\[
|Q^n(t) - \tilde{V}^n(t)| \leq |\tilde{\lambda}^n(t) - \tilde{\lambda}^n(a^n(t))| + n^{-1/2} + |\tilde{V}^n(t)(\rho^n - 1)| + |\rho^n(\tilde{\lambda}^n(a^n(t)) - \tilde{V}^n(t))| + n^{-1/2} \sum_{i=\tilde{\lambda}^n(a^n(t))}^{\tilde{\lambda}^n(t)} 1\{V^n(t_i^-) \geq a_i^n\}.
\]

The weak convergence of \( a^n \) to the identity process in (81), the functional central limit theorem, and Theorem 5.1 imply
\[
\tilde{\lambda}^n - \tilde{\lambda}^n \circ a^n \Rightarrow 0 \quad \text{and} \quad \tilde{V}^n - \tilde{V}^n \circ a^n \Rightarrow 0
\]
as \( n \to \infty \). Finally, the inequality (82), (83), the convergence \( \rho^n \to 1 \) as \( n \to \infty \) in (11), the weak convergence in (80), and Lemma 6.1 imply the stated result.

6.2. Approximating the stationary distribution of the offered waiting time process. We establish the stationary distributions of the diffusions \( \phi^h(W) \) and \( \phi^h_c(W) \), and also the average pushing at the upper boundary for the diffusion \( \phi^h_c(W) \). We write the stationary distributions in terms of the cumulative hazard rate function \( H(x) = \int_0^x h(y) \, dy \) to provide intuition on the condition that the diffusion \( \phi^h(W) \) has a unique stationary distribution. Specifically, observe in condition (i) in Proposition 6.1 below that if \( \theta \leq 0 \), then a unique stationary distribution exists if \( \phi^h(W) \) is a negative drift diffusion with reflection at the origin. Also, if \( \theta > 0 \) and there exists \( z_0 \) such that \( H(z) > \theta \) for all \( z > z_0 \), then again a unique stationary distribution exists and \( \phi^h(W) \) will drift toward \( z^* = \{ z : H(z) = \theta \} \) similar to the conventional Ornstein-Uhlenbeck process. Otherwise, if neither of the aforementioned conditions is satisfied, \( \phi^h(W) \) has a positive drift and so a stationary distribution does not exist.

**Proposition 6.1.** Let \( W \) be a Brownian motion with drift \( \theta \), variance \( \sigma^2 \).

(i) Suppose there exists \( z_0 \) such that \( H(z) > \theta \) for all \( z > z_0 \). Then, the one-sided regulated diffusion \( \phi^h(W) \) has a unique stationary distribution \( \pi \) with density
\[
p(x) = M \exp\left( -\frac{2}{\sigma^2} \int_0^x H(s) \, ds \right), \quad x \geq 0,
\]
where \( M \) is such that \( \int_0^\infty p(x) \, dx = 1 \).

(ii) The two-sided regulated diffusion \( \phi^h_c(W) \) has a unique stationary distribution \( \pi_c \) with density
\[
p_c(x) = M_c \exp\left( -\frac{2}{\sigma^2} \int_0^x H(s) \, ds \right), \quad 0 \leq x \leq C,
\]
and average pushing at the upper boundary
\[
\lim_{t \to \infty} t^{-1} E[\psi^h_{1 \cdot C}(W)(t)] = \frac{\sigma^2}{2} \exp\left( -\frac{1}{2} \int_0^C (2/\sigma^2)(-\theta + H(x)) \, dx \right) / \int_0^C \exp\left( -\frac{1}{2} \int_0^C (2/\sigma^2)(-\theta + H(x)) \, dx \right) \, dy,
\]
where \( M_c \) is such that \( \int_0^C p_c(x) \, dx = 1 \).

Furthermore, for any \( x \in \mathbb{R} \) as \( t \to \infty \),
\[
\begin{align*}
P(\phi^h(W)(t) \leq x) &\to \pi(x) \quad \text{and} \quad P(\phi^h_c(W)(t) \leq x) \to \pi_c(x). \quad (84)
\end{align*}
\]

The proof of Proposition 6.1 requires the following lemma to establish (84).

**Lemma 6.2.** Let \( W \) be a Brownian motion with drift \( \theta \) and variance \( \sigma^2 \). For each \( x \in \mathbb{R} \), let \( P_x \) be a probability measure such that the Brownian motion \( W \) has initial position \( W(0) = x \). Suppose \( \lim_{z \to \infty} H(z) > \theta \). Let
\[
T_0 \equiv \inf\{ t \geq 0 : \phi^h(W)(t) = 0 \}
\]
\[
T_0^C \equiv \inf\{ t \geq 0 : \phi^h_c(W)(t) = 0 \}.
\]

Then,
\[
P_x(T_0 < \infty) = 1, \quad x \geq 0
\]
\[
P_x(T_0^C < \infty) = 1, \quad 0 \leq x \leq C.
\]
Proof of Proposition 6.1. Echeverria [8] shows that a stationary distribution \( \pi \) of \( \phi^h(W) \) ought to satisfy
\[
\int_0^\infty (Af)(y) \pi (dy) = 0
\]
(85)
for all bounded \( f \) that are twice continuously differentiable on \([0, \infty)\) and satisfy \( f'(0) = 0 \), where
\[
Af(y) \equiv \left( \theta - \int_0^y h(u) \, du \right) f'(y) + \frac{\sigma^2}{2} f''(y).
\]
Similarly, a stationary distribution \( \pi_C \) of \( \phi^h_C(W) \) ought to satisfy
\[
\int_0^C (Af)(y) \pi_C (dy) = 0
\]
(86)
for all bounded \( f \) that are twice continuously differentiable on \([0, C]\) and satisfy \( f'(0) = f'(C) = 0 \). It is straightforward to verify (using integration by parts) that \( \pi \) and \( \pi_C \) satisfy (85) and (86), respectively, for the desired \( f \). Identical arguments as in the proof of Proposition 1 in Ward and Glynn [32] then establish that \( \pi \) and \( \pi_C \) are stationary distributions of \( \phi^h(W) \) and \( \phi^h_C(W) \), respectively.

The average pushing at the upper boundary, \( \lim_{t \to \infty} \frac{1}{t} \mathbb{E}[\phi^h(W)(t)] \), follows by arguments mimicking those used to prove Propositions 8 and 9 in Ata et al. [1].

Finally, (84) and the uniqueness of the stationary distribution follow as in Proposition 1 of Ward and Glynn [32], since for any \( x \geq 0 \) \((0 \leq x \leq C)\), the probability the diffusion \( \phi^h(W) \) \((\phi^h_C(W)) \) hits 0 in finite time is equal to one by Lemma 6.2. □

6.3. Evaluation of the proposed diffusion approximations via simulation. We begin with a simulation study that explores the effect of variability in the abandonment distribution. As in the introduction, let \( G(p) \) be the distribution function associated with a mean 1 gamma random variable having scale and shape parameter \( p \). Observe that such gamma distributions are ordered in variability by the parameter \( p \) since \( \text{Var}(G(p)) = 1/p \) increases as \( p \) decreases. The variance of a deterministic distribution is 0, and so the results presented in Table 2 are ordered according to the variability of the abandonment distribution.

Each simulation run presented in Table 2 assumes Poisson arrivals having rate 100, deterministic service with mean 0.01, and is run to 50,000 time units, so it has approximately 5,000,000 arrivals. The abandonment distribution varies according to the first column. Recall the drift in our suggested diffusion from (2) for the case that abandonment times have a gamma distribution. In the case that abandonment times are deterministic, \( F^n(x) = 1[x \geq C/\sqrt{n}] \), and so (noting the relationship \( H(x) = -\ln(1 - G(x)) \) between a distribution function \( G \) and its associated cumulative hazard function \( H \))
\[
H^n(x) = -\ln(1 - F^n(x)) = 0, \quad \text{for} \ x < \frac{C}{\sqrt{n}},
\]
which from (1) implies our suggested approximating diffusion has \( H^n_p(x) = 0 \) for \( x < C \). In both cases, the \( \theta \) appearing in parts (i) and (ii) of Proposition 6.1 is 0 and the variance \( \sigma^2 \) is 1. Note that the stationary density in part (ii) of Proposition 6.1 reduces to the uniform distribution on \([0, C]\) for the case of constant service times, which not surprisingly, coincides with the limiting result in Theorem 2.1 and Remark 2.2 in Whitt [36] for a

<table>
<thead>
<tr>
<th>Reneging distribution</th>
<th>E[queue length]</th>
<th>P[abandon]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simulated</td>
<td>Approximated</td>
</tr>
<tr>
<td>Deterministic(1)</td>
<td>51.6910</td>
<td>50.00000</td>
</tr>
<tr>
<td>G(5)</td>
<td>20.5980</td>
<td>19.81410</td>
</tr>
<tr>
<td>G(2)</td>
<td>11.2930</td>
<td>10.64100</td>
</tr>
<tr>
<td>G(1) = Exponential(1)</td>
<td>6.2585</td>
<td>5.64190</td>
</tr>
<tr>
<td>G(0.5)</td>
<td>3.2545</td>
<td>2.77490</td>
</tr>
<tr>
<td>G(0.2)</td>
<td>1.5029</td>
<td>1.14888</td>
</tr>
</tbody>
</table>
standard GI/GI/1 queue with finite waiting room. (Intuitively, a GI/GI/1 queue with deterministic abandonment times \(a\) and arrival rate \(\lambda\) should resemble a GI/GI/1/\(\lambda a\) queue.)

We calculate the approximated steady-state queue length using Proposition 6.1. When \(\rho^n \uparrow 1\), as \(n \to \infty\), the validity of the desired limit interchange follows from the results of Kingman \([14, 15]\) since the queue-length process in a conventional GI/GI/1 queue dominates that in a GI/GI/1 + GI queue with identical arrival and service processes. Otherwise, when \(\rho^n \downarrow 1\) as \(n \to \infty\), we assume the validity of the desired limit interchange.

To approximate the probability a customer abandons the system, first observe that \(F^n(V^n(t^n))\) is the probability the \(i\)th customer abandons, given the offered waiting time at his arrival. Recalling the definitions of \(\epsilon^n\) and \(\tilde{\epsilon}^n\) in (32) and (32), and the weak convergence \(\epsilon^n \Rightarrow 0\) as \(n \to \infty\) proved in §5.1.2, under Assumption 2.1, we find

\[
\sqrt{n} \int_0^t F^n(V^n(s^-)) \frac{dA^n(s)}{A^n(t)} = \frac{n}{A^n(t)} \left( -\tilde{\epsilon}^n(t) + \int_0^t \left( \int_0^{\phi(W)(t)} h(w) \, dw \right) ds \right) \\
\Rightarrow t^{-1} \int_0^t \left( \int_0^{\phi(W)(t)} h(w) \, dw \right) ds
\]

as \(n \to \infty\), by part (i) of Theorem 5.1 and the continuous mapping theorem. Assuming the interchange of limit and expectation, we find that as \(n \to \infty\),

\[
\sqrt{n} E_x \left[ \int_0^t F^n(V^n(s^-)) \frac{dA^n(s)}{A^n(t)} \right] \to t^{-1} \int_0^t E_x \left[ \int_0^{\phi(W)(t)} h(w) \, dw \right] ds \\
= \int_0^\infty \left( \int_0^x h(w) \, dw \right) p(x) \, dx,
\]

(87)

when the system operates in steady state, where \(p\) is as given in part (i) of Proposition 6.1. Similarly, under Assumption 2.2, recalling the definitions of \(\epsilon^n\) and \(\tilde{\epsilon}^n\) in (35) and (73), and the weak convergence \(\epsilon^n \Rightarrow 0\) as \(n \to \infty\) argued in the proof of part (ii) of Theorem 5.1,

\[
\sqrt{n} \int_0^t F^n(V^n(s^-)) \frac{dA^n(s)}{A^n(t)} = \frac{n}{A^n(t)} \left( -\tilde{\epsilon}^n(t) + \int_0^t \left( \int_0^{\phi(W)(t)} h(w) \, dw \right) ds + \bar{U}^n(t) \right) \\
\Rightarrow t^{-1} \left( \int_0^t \left( \int_0^{\phi(W)(t)} h(w) \, dw \right) ds + \psi_{2,c}^n(W)(t) \right)
\]

as \(n \to \infty\). Then, by part (ii) of Theorem 5.1 and the continuous mapping theorem, assuming the interchange of limit and expectation, we find that, as \(n \to \infty\),

\[
\sqrt{n} E_x \left[ \int_0^t F^n(V^n(s^-)) \frac{dA^n(s)}{A^n(t)} \right] \to \int_0^\infty \left( \int_0^x h(w) \, dw \right) p_c(x) \, dx \\
+ \frac{\sigma^2}{2} \exp\left( -\int_0^x (2/\sigma^2)(-\theta + H(x)) \, dx \right),
\]

(88)

where \(p_c\) is as given in part (ii) of Proposition 6.1. We use the formulas in (87) and (88) to approximate the probability an arriving customer will abandon the system.

Observe the loss in approximation accuracy as the variability of the abandonment distribution increases. This is consistent with our theoretical results, which from Lemmas 5.1 and 5.5, suggest that our approximations perform better as the fraction of abandoning customers decreases. Increasing the variability of the abandonment distribution increases the recorded abandonment probability in Table 2.

However, even highly variable abandonment distributions, such as \(G(0.2)\), lead to accurate approximations for fast enough arrival and service rates, and correspondingly small abandonment rates. Table 3 considers the worst performing case in Table 2, the \(G(0.2)\) case, and shows that the accuracy in our approximations increases as the abandonment probability becomes small. Specifically, we simulate a single-server queue with abandonments having Poisson arrivals at rate \(n\), deterministic service times \(1/n\), and customer abandonment times that follow a \(G(0.2)\) distribution. We run each simulation to time \(n^{-4}5,000,000,000\), so that approximately \(5,000,000\) arrivals occur. Observe that for \(n \geq 100,000\), the error in our expected queue-length approximation is under 10%, and for \(n \geq 1,000,000\), the error in our approximation for the probability a customer abandons is under 10%.
Appendix. We devote the appendix to proving Lemmas 4.1–6.2. It is useful for the proof of Lemma 5.3 to define the following notation, which matches that in Billingsley [3]. For any set $S \subset [0, T]$, $\delta > 0$, and $x \in D([0, \infty), \mathfrak{H})$, let

$$w(x, S) \equiv \sup_{u, v \in S} |x(u) - x(v)|$$

(89)

and

$$w_T(x, \delta) \equiv \sup_{0 \leq t \leq T-\delta} w(x, [t, t+\delta]).$$

(90)

Also, let

$$w'_T(x, \delta) \equiv \inf \max_{1 \leq i \leq v} w(x, [t_{i-1}, t_i]),$$

where the infimum extends over all decompositions $[t_{i-1}, t_i]$, $1 \leq i \leq v$, of $[0, T)$ such that $t_i - t_{i-1} > \delta$ for $1 \leq i < v$. Similar to (12.7) in Billingsley [3], since $[0, T)$ can, for each $\delta < T/2$ be split into subintervals $[t_{i-1}, t_i]$ satisfying $\delta < t_i - t_{i-1} \leq 2\delta$, for $x \in D([0, \infty), \mathfrak{H})$,

$$w'_T(x, \delta) \leq w_T(x, 2\delta), \quad \delta < \frac{T}{2}. \quad (91)$$

PROOF OF LEMMA 4.1.

Part (i) (Existence). Let $T > 0$. Since the function $\eta: D([0, \infty), \mathfrak{H}) \to D([0, \infty), \mathfrak{H}^+)$

$$\eta(w)(t) \equiv \int_0^{\phi(w)(t)} h(\xi) \, d\xi$$

is not Lipschitz continuous, Lemma 1 in Reed and Ward [24] is not directly applicable. However, define $w_0$ to be the zero process, and

$$w_{n+1}(t) = x(t) - \int_0^t \left( \int_0^{\phi(w)(u)} h(u) \, du \right) ds.$$ \hspace{1cm} (92)

Suppose there exists $M > 0$ such that

$$\|w_n\|_T \leq M \quad \text{for all } n \geq 0. \quad \text{ (93)}$$

Then, since the definition of $\phi$ in (36) implies

$$\|\phi(w_n)\|_T \leq 2\|w_n\|_T \leq 2M,$$

we find that for any $0 \leq s \leq T$,

$$\int_0^{\phi(w_n)(s)} h(\xi) \, d\xi = \int_0^{\phi(w_{n+1})(s)} (h(\xi) \wedge \|h\|_{2M}) \, d\xi,$$

and so

$$\|\eta(w_{n+1}) - \eta(w_n)\|_T = \sup_{0 \leq t \leq T} \int_0^{\phi(w_n)(t)} (h(\xi) \wedge \|h\|_{2M}) \, d\xi \leq \|h\|_{2M} \|\phi(w_{n+1}) - \phi(w_n)\|_T \leq 2\|h\|_{2M} \|(w_{n+1} - w_n)\|_T. \quad \text{ (94)}$$

Note the function $\eta$ would be Lipschitz continuous if $h$ were bounded on $[0, \infty)$. 

---

Table 3. A comparison of the simulated mean queue length and abandonment probability for a GI/GI/1+GI queue with Poisson arrivals at rate $n$ per unit, deterministic service with mean $1/n$, and abandonment times distributed $G(0.2)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Simulated</th>
<th>Approximated</th>
<th>Error (%)</th>
<th>Simulated</th>
<th>Approximated</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>2.1454</td>
<td>1.793910</td>
<td>16.38</td>
<td>0.177150</td>
<td>0.2330680</td>
<td>31.57</td>
</tr>
<tr>
<td>10,000</td>
<td>3.1025</td>
<td>2.737770</td>
<td>11.76</td>
<td>0.127690</td>
<td>0.1536160</td>
<td>20.30</td>
</tr>
<tr>
<td>100,000</td>
<td>4.4736</td>
<td>4.121112</td>
<td>7.88</td>
<td>0.090415</td>
<td>0.1024260</td>
<td>13.28</td>
</tr>
<tr>
<td>1,000,000</td>
<td>6.5393</td>
<td>6.150250</td>
<td>5.95</td>
<td>0.063077</td>
<td>0.0687956</td>
<td>9.07</td>
</tr>
<tr>
<td>10,000,000</td>
<td>9.7142</td>
<td>9.127725</td>
<td>6.04</td>
<td>0.043817</td>
<td>0.0464260</td>
<td>5.95</td>
</tr>
<tr>
<td>100,000,000</td>
<td>13.9040</td>
<td>13.497500</td>
<td>2.92</td>
<td>0.030456</td>
<td>0.0314284</td>
<td>3.19</td>
</tr>
</tbody>
</table>
where the last inequality follows from the Lipschitz continuity of \( \phi \) noted in (42). The inequality (94) implies the arguments used to prove existence in Lemma 1 of Reed and Ward [24] are valid when the constant \( \kappa \) in their proof is taken to be \( 2\|h\|_2 M \).

We now show (93) to complete the proof. Since the definition of \( \phi \) in (36) implies \( \phi(w_1)(0) = 0, w_1 = x \). Next, from (92), since \( h \) is assumed nonnegative and \( \phi \) defined in (36) is also positive,

\[
    w_n \leq w_1 \quad \text{for all } n \geq 1. \tag{95}
\]

Lemma 5.1 in Kruk et al. [17] establishes that for all \( n \geq 2 \),

\[
    \phi(w_n) \leq \phi(w_1). \tag{96}
\]

To see the conditions of Lemma 5.1 in Kruk et al. [17] are satisfied, observe that

\[
    w_n(t) = w_1(t) - \int_0^t \left( \int_0^{\phi(w_{n-1})(s)} h(u) \, du \right) \, ds
\]
is written as the difference of \( w_1 \) and a nondecreasing function. Use of (96) shows that for all \( n \geq 3 \),

\[
    w_n(t) = x(t) - \int_0^t \left( \int_0^{\phi(w_{n-1})(s)} h(u) \, du \right) \, ds
\]
\[
    \geq x(t) - \int_0^t \left( \int_0^{\phi(w_1)(s)} h(u) \, du \right) \, ds = w_2(t),
\]

for all \( t \geq 0 \), since \( h \) is assumed nonnegative. Combining (95) and (97), we conclude

\[
    w_2 \leq w_n \leq w_1 \quad \text{for all } n \geq 2. \tag{98}
\]

Set \( M = \|w_1\|_T \vee \|w_2\|_T \). Then, (98) implies (93) is valid.

Part (i) (Uniqueness). Suppose both \( u \) and \( v \) satisfy (40). As in (96) in the proof of existence, Lemma 5.1 in Kruk et al. [17] establishes

\[
    \|\phi(u)\|_T \leq \|\phi(x)\|_T \quad \text{and} \quad \|\phi(v)\|_T \leq \|\phi(x)\|_T. \tag{99}
\]

Set \( N \equiv \|\phi(x)\|_T \). Use of the integral equation definition in (40) and (99) shows

\[
    \Delta(t) \equiv u(t) - v(t) = \int_0^t \left( \int_0^{\phi(v)(s)} h(x) \, dx - \int_0^{\phi(u)(s)} h(x) \, dx \right) \, ds
\]
\[
    = \int_0^t \left( \int_0^{\phi(v)(s)} (h(\xi) \wedge \|h\|_N) \, d\xi - \int_0^{\phi(u)(s)} (h(\xi) \wedge \|h\|_N) \, d\xi \right) \, ds,
\]

and so the Lipschitz continuity of \( \phi \) in (42) implies

\[
    |\Delta(t)| \leq \int_0^t \left| \int_0^{\phi(v)(s)} (h(\xi) \wedge \|h\|_N) \, d\xi - \int_0^{\phi(u)(s)} (h(\xi) \wedge \|h\|_N) \, d\xi \right| \, ds
\]
\[
    \leq \int_0^t \|h\|_N |\phi(v)(s) - \phi(u)(s)| \, ds
\]
\[
    \leq 2t\|h\|_N \|\Delta\|_2,
\]

which implies \( \Delta(t) = 0 \) for all \( 0 \leq t \leq (2\|h\|_N)^{-1} \). For \( (2\|h\|_N)^{-1} < t < (2\|h\|_N)^{-1} \),

\[
    |\Delta(t)| \leq \|\Delta\|_{(2\|h\|_N)^{-1}} + (t - (2\|h\|_N)^{-1})2\|h\|_N \|\Delta\|_{(2\|h\|_N)^{-1}}
\]
\[
    \leq \|\Delta\|_{(2\|h\|_N)^{-1}},
\]

and so \( \Delta(t) = 0 \) for all \( 0 \leq t \leq (2\|h\|_N)^{-1} \). Continued iteration of this argument implies \( \Delta = 0 \).
Part (ii). From the Lipschitz continuity of $\phi$ noted in (42) and assumption,

$$\|\phi(x_j)\|_T \leq \|\phi(x)\|_T + \|\phi(x_j) - \phi(x)\|_T \leq \|\phi(x)\|_T + 2, \quad j \in \{1, 2\}. \tag{100}$$

As in (96) in the proof of existence in part (i), Lemma 5.1 in Kruk et al. [17] establishes

$$\|\phi(\mathcal{B}^h(x_j))\|_T \leq \|\phi(x_j)\|_T, \quad j \in \{1, 2\},$$

and so from (100),

$$\|\phi(\mathcal{B}^h(x_1))\|_T \geq \|\phi(\mathcal{B}^h(x_1))\|_T \leq \|\phi(x)\|_T + 2. \tag{101}$$

Set $\tilde{c} \equiv \|\phi(x)\|_T + 2$, and observe from the definition of the mapping $\mathcal{B}^h$ in (40), the inequality (101), and the Lipschitz continuity of $\phi$ noted in (42), that for $0 \leq t \leq T$,

$$\|\mathcal{B}^h(x_1) - \mathcal{B}^h(x_2)\|_t \leq \|x_1 - x_2\|_t + \sup_{0 \leq s \leq t} \left| \int_0^s \left( \int_{\phi(\mathcal{B}^h(x_1)(u))}^{\phi(\mathcal{B}^h(x_2)(u))} h(\xi) \, d\xi \right) \right| du \leq \|x_1 - x_2\|_t + t\|h\|_2 \|\phi(\mathcal{B}^h(x_2)) - \phi(\mathcal{B}^h(x_1))\|_t \leq \|x_1 - x_2\|_t + 2t\|h\|_2 \|\mathcal{B}^h(x_2) - \mathcal{B}^h(x_1)\|_t.$$

Therefore, for any $0 \leq t \leq (4\|h\|_2)^{-1}$,

$$\|\mathcal{B}^h(x_2) - \mathcal{B}^h(x_1)\|_t \leq \frac{\|x_1 - x_2\|_t}{1 - 2\|h\|_2 t}. \tag{102}$$

For $(4\|h\|_2)^{-1} < t \leq (2\|h\|_2)^{-1}$,

$$\|\mathcal{B}^h(x_2) - \mathcal{B}^h(x_1)\|_t \leq \|\mathcal{B}^h(x_2) - \mathcal{B}^h(x_1)\|_{1/4\|h\|_2} + 2\|x_1 - x_2\|_t + \sup_{0 \leq s \leq t} \left| \int_0^s \left( \int_{\phi(\mathcal{B}^h(x_1)(u))}^{\phi(\mathcal{B}^h(x_2)(u))} h(\xi) \, d\xi \right) \right| du,$$

and so also using (102), the inequality (101), and (42),

$$\|\mathcal{B}^h(x_2) - \mathcal{B}^h(x_1)\|_t \leq 4\|x_1 - x_2\|_t + 2 \left( t - \frac{1}{4\|h\|_2} \right) \|h\|_2 \|\mathcal{B}^h(x_2) - \mathcal{B}^h(x_1)\|_t,$$

or

$$\|\mathcal{B}^h(x_2) - \mathcal{B}^h(x_1)\|_t \leq \frac{4\|x_1 - x_2\|_t}{1 - 2\|h\|_2 (t - 1/4\|h\|_2)}.$$

Since only a finite number of intervals of length $(4\|h\|_2)^{-1}$ partition the interval $[0, T]$, continued iteration of the above argument establishes

$$\|\mathcal{B}^h(x_2) - \mathcal{B}^h(x_1)\|_t \leq \kappa\|x_1 - x_2\|_t$$

for $\kappa$ finite (but dependent on $x$ through $\tilde{c}$) and any $0 \leq t \leq T$.

Part (iii). Let $w \in D([0, \infty), \mathbb{R})$ be the unique solution to (40) for $x \in D([0, \infty), \mathbb{R})$. Note that since $x \in D([0, \infty), \mathbb{R})$, it follows that for each $T \geq 0$, there exists an $M \geq 0$ such that $\sup_{0 \leq s \leq T} |x(s)| \leq (M/2 - 1)$. The following observation will be useful. Since $\int_0^T \int_{\mathbb{R}} h(u) \, ds$ is nondecreasing in $t$, Lemma 5.1 in Kruk et al. [17] shows $\phi(w) \leq \phi(x)$. Thus, since for any $T \geq 0$, $\phi(x)(t) \leq 2\sup_{0 \leq s \leq T} |x(s)| \leq M - 2$, the following inequality is valid:

$$\phi(w)(t) \leq M - 2 \quad \text{for all } 0 \leq t \leq T. \tag{103}$$

Suppose now that $x^n \to x$ as $n \to \infty$ in the Skorohod $J_1$ topology and let $T$ be a continuity point of $x$. Then, there must exist a sequence of absolutely continuous homeomorphisms $\{\lambda^n\}$ of $[0, T]$ such that

$$\|x^n \circ \lambda^n - x\|_T \to \|\lambda^n - 1\|_T \to 0.$$

Furthermore, it suffices to consider absolutely continuous homeomorphisms such that

$$\|x^n \circ \lambda^n - x\|_T \to \|\lambda^n - 1\|_T \to 0.$$
as \( n \to \infty \) (see Billingsley [3] for more details). Also, for \( n \) sufficiently large, we have that \( \sup_{0 \leq s \leq T} |x^n(t)| \leq \sup_{0 \leq s \leq T} |x(t)| + 1 \leq M/2 \), and so reasoning similar to the above implies that
\[
\phi(w^n)(t) \leq M \quad \text{for all } 0 \leq t \leq T,
\]
where \( w^n = \lambda^h(x^n) \) is the solution to (40) for \( x^n \).

Now, for all \( 0 \leq t \leq T \) and \( n \) sufficiently large,
\[
\| w^n \circ \lambda^n - w \| = \left\| x^n \circ \lambda^n - x - \int_0^t \left( \int_0^s \phi(w^n)(u) h(u) \, du \right) \, ds \right\|,
\]
\[
= \left\| x^n \circ \lambda^n - x - \int_0^\epsilon \left( \int_0^s \phi(w^n)(\lambda^n(s)) h(u) \, du \right) \, ds - \int_0^t \left( \int_0^s \phi(w^n)(u) h(u) \, du \right) \, ds \right\|,
\]
\[
\leq \| x^n \circ \lambda^n - x \|, + \| \dot{\lambda}^n(s) - 1 \| \| h \|_M T
\]
\[
+ \| h \|_M \int_0^\epsilon \sup_{0 \leq s \leq t} |\phi(w_n)(\lambda^n(s)) - \phi(w)(s)| \, ds.
\] (104)

By Lemma 13.5.2 in Whitt [35] \( \phi(w^n)(\lambda^n(s)) = \phi(w^n \circ \lambda^n)(s) \) and by Lemma 13.5.1 in Whitt [35], \( \phi \) is Lipschitz continuous with respect to the uniform metric with Lipschitz constant 2, and so
\[
\int_0^t \sup_{0 \leq s \leq t} |\phi(w^n)(\lambda^n(s)) - \phi(w)(s)| \, ds
\]
\[
= \int_0^t \sup_{0 \leq s \leq t} |\phi(w^n \circ \lambda^n)(s) - \phi(w)(s)| \, ds
\]
\[
\leq \int_0^t 2 \| w^n \circ \lambda^n - w \| \, ds.
\] (105)

We conclude from (104) and (105) that
\[
\| w^n \circ \lambda^n - w \| \leq \| x^n \circ \lambda^n - x \|, + \| \dot{\lambda}^n(s) - 1 \| \| h \|_M T + 2 \| h \|_M \int_0^t \| w^n \circ \lambda^n - w \| \, ds.
\]

Let \( \epsilon > 0 \) be arbitrarily small. Then, there exists \( n_0 \) such that
\[
\| x^n \circ \lambda^n - x \|, + \| \dot{\lambda}^n(s) - 1 \| \| h \|_M T \leq \epsilon
\]
for \( n \geq n_0 \). We then have that
\[
\| w^n \circ \lambda^n - w \| \leq \epsilon + 2 \| h \|_M \int_0^t \| w^n \circ \lambda^n - w \| \, ds
\]
for \( 0 \leq t \leq T \) and \( n \geq n_0 \). Therefore, by Gronwall’s inequality,
\[
\| w^n \circ \lambda^n - w \| \leq \epsilon e^{\epsilon^2 T \| h \|_M}.
\]

Since also \( \| \dot{\lambda}^n - 1 \|_T \to 0 \) as \( n \to \infty \), it follows that
\[
\| w^n \circ \lambda^n - w \| \to \| \lambda^n - e \| \to 0
\]
as \( n \to \infty \). \( \square \)

**Proof of Lemma 4.2.** From Lemma 1 in Reed and Ward [24], for parts (i) and (ii), it is sufficient to verify the Lipschitz continuity of the function \( \eta: D([0, \infty), \mathfrak{M}) \to D([0, \infty), \mathfrak{M}) \), defined as
\[
\eta(w)(t) \equiv \int_0^t \phi_c(w)(u) \, du
\]
for \( w \in D([0, \infty), \mathfrak{R}) \). Since
\[
\|\eta(w_1) - \eta(w_2)\|_T \leq \sup_{0 \leq t \leq T} \int_{\phi_C(w_1)(t)}^{\phi_C(w_2)(t)} |h(u)| \, du \leq \|h\|_{L_\infty} \|\phi_C(w_1) - \phi_C(w_2)\|_T,
\]
and Theorem 14.8.1 in Whitt [35] establishes the mapping \( \phi_C \) is Lipschitz continuous with Lipschitz constant 2, we conclude
\[
\|\eta(w_1) - \eta(w_2)\|_T \leq 2\|h\|_{L_\infty} \|w_1 - w_2\|_T.
\]
Note that if the condition \( 0 \leq x_i(0), x_{i}(0) \leq C \) is not satisfied, then the above inequality is not valid, and must also accommodate the jump at time 0.

The proof of part (iii) proceeds in a similar manner to the proof of part (iii) of Lemma 4.1, and therefore has not been included. It is, however, necessary to note that using the explicit form of the two-sided regulator mapping in Kruk et al. [17],
\[
\phi_C(x)(t) = \phi(x)(t) - \sup_{0 \leq s \leq t} \left( [\phi(x)(s) - C]^+ \wedge \inf_{x \leq u \leq s} \phi(x)(u) \right),
\]
it is straightforward to show that
\[
\phi_C(x)(\lambda(t)) = \phi_C(x \circ \lambda)(t).
\]

**Proof of Lemma 5.1.** Given any \( T > 0 \), suppose we can show
\[
\lim_{n \to \infty} E \left[ \sup_{0 \leq t \leq T} \tilde{R}^n(t) \right] = 0. \tag{106}
\]
Convergence in \( L_1 \) implies convergence in probability, and so
\[
\sup_{0 \leq t \leq T} \tilde{R}^n(t) \to 0
\]
in probability, as \( n \to \infty \). Convergence in probability implies weak convergence, and so
\[
\sup_{0 \leq t \leq T} \tilde{R}^n \Rightarrow 0
\]
as \( n \to \infty \), which establishes the desired result.

To establish (106), we must show that for any \( \delta > 0 \) and all large enough \( n \),
\[
E \left[ \sup_{0 \leq t \leq T} \tilde{R}^n(t) \right] < \delta. \tag{107}
\]
First observe, using the linearity of the expectation operator and the definitions of \( \tilde{V}^n \) in (20) and \( \tilde{R}^n \) in (57), that
\[
E \left[ \sup_{0 \leq t \leq T} \tilde{R}^n(t) \right] = n^{-1} \sum_{j=1}^{[nT]} P(\tilde{V}^n(j, 0) \geq \sqrt{n}a_j). \tag{108}
\]
Next, we claim there exists a \( K \) such that for all \( n \) large enough,
\[
P \left( \max_{j=1, \ldots, [nT]} \tilde{V}^n(j, 0) \geq K \right) < \frac{\delta}{2T}. \tag{109}
\]
To see (109), construct a second single-server queue on the same probability space as the original queue with abandonments, and with the same arrival and service time sequence as the queue with abandonments, but from which no abandonments occur, i.e., \( a_i = \infty \) for all \( i \in \{1, 2, \ldots \} \). On a sample path basis, the offered waiting time process in the queue without abandonments always exceeds or is equal to the equivalent process in the queue with abandonments. Weak convergence of a process \( \chi^n \) in \( D([0, \infty), \mathfrak{R}) \) implies tightness of the sequence of random variables \( \sup_{0 \leq t \leq T} |\chi^n(t)| \). Therefore it follows from the weak convergence of the waiting time process for a GI/GI/1 queue established in Theorem 1 in §3.2 of Reiman [26] that there exists \( n_0 \) such that
\[
P \left( \sup_{0 \leq t \leq T} |\tilde{V}^n(t)| \geq K \right) < \frac{\delta}{2T}, \quad n \geq n_0 \tag{110}
\]
holds. Since for all \( j \in \{1, \ldots, [nT]\} \), by the definition of \( t^n_j \), the strong law of large numbers, and since Assumption (11) implies \( \rho^n \to 1 \) as \( n \to \infty \),

\[
t^n_j \leq t^n_{[nT]} = \frac{[nT]}{n\rho^n} \sum_{j=1}^{[nT]} u_j \to T,
\]
as \( n \to \infty \), and so (109) holds for large enough \( n \). Finally, recalling the definition of \( F^n \) in (14), since \( F^n(n^{-1/2}K) \to 0 \) as \( n \to \infty \), we can choose \( n \) large enough, so that

\[
F^n\left( \frac{K}{\sqrt{n}} \right) < \frac{\delta}{2T}.\tag{111}
\]

Therefore, for any \( j \in \{1, \ldots, [nT]\} \), from (109) and (111),

\[
P\left( \sqrt{n}a^n_j \geq \sqrt{n}a^n_j \right) \leq \frac{\delta}{2T} + P\left( \sqrt{n}a^n_j \cap \max_{j=1, \ldots, [nT]} \sqrt{n}a^n_j < K \right)
\]

\[
\leq \frac{\delta}{2T} + F^n\left( \frac{K}{\sqrt{n}} \right) < \frac{\delta}{T},
\]

and so from (108), for large enough \( n \),

\[
E\left[ \sup_{0 \leq t \leq T} \tilde{R}^n(t) \right] < n^{-1} \sum_{j=1}^{[nT]} \frac{\delta}{T} \leq \delta,
\]

which establishes (107). \( \Box \)

**Proof of Lemma 5.2.** For any given \( t, \epsilon, \delta > 0 \), we must show

\[
P\left( \sup_{0 \leq s \leq t} |\tilde{M}^n_s(s)| > \epsilon \right) = P\left( \max_{i=1, \ldots, [nt]} |M^n_s(i)| > \epsilon \sqrt{n} \right) < \delta,
\]

for large enough \( n \). By a generalization of Kolmogorov’s inequality (see, for example, Corollary 2.1 in Hall and Heyde [10]), and the orthogonality of martingale differences (see, for example, property (vii) on p. 355 of Resnick [27]),

\[
P\left( \max_{i=1, \ldots, [nt]} |M^n_s(i)| > \epsilon \sqrt{n} \right) \leq \frac{E|M^n_s([nt])|^2}{\epsilon^2 n} \leq \frac{1}{\epsilon^2 n} E\left( \sum_{i=1}^{[nt]} \left[ 1\{ V^n(t^n_j) \geq a^n_j \} - E[1\{ V^n(t^n_j) \geq a^n_j \}] \right]^2 \right).\tag{113}
\]

Since

\[
1\{ V^n(t^n_j) \geq a^n_j \} = 1\{ V^n(t^n_j) \geq a^n_j \} \cdot 1\{ V^n(t^n_j) \geq a^n_j \} \cdot E[1\{ V^n(t^n_j) \geq a^n_j \}] \cdot \mathbb{1}_{j} \geq 0
\]

\[
E[1\{ V^n(t^n_j) \geq a^n_j \}] \leq E[1\{ V^n(t^n_j) \geq a^n_j \}] \cdot \mathbb{1}_{j},
\]

it follows that

\[
1\{ V^n(t^n_j) \geq a^n_j \} - E[1\{ V^n(t^n_j) \geq a^n_j \}] \cdot \mathbb{1}_{j} \leq 1\{ V^n(t^n_j) \geq a^n_j \} + E[1\{ V^n(t^n_j) \geq a^n_j \}] \cdot \mathbb{1}_{j}.
\]

\[
(1\{ V^n(t^n_j) \geq a^n_j \} - E[1\{ V^n(t^n_j) \geq a^n_j \}] \cdot \mathbb{1}_{j})^2 \leq 1\{ V^n(t^n_j) \geq a^n_j \} \cdot E[1\{ V^n(t^n_j) \geq a^n_j \}] \cdot \mathbb{1}_{j}.
\]

Furthermore,

\[
E[1\{ V^n(t^n_j) \geq a^n_j \} + E[1\{ V^n(t^n_j) \geq a^n_j \}] \cdot \mathbb{1}_{j}] = 2E[1\{ V^n(t^n_j) \geq a^n_j \}],
\]

and so from (113), (114), (115), and the definition of \( \tilde{R}^n \) in (57),

\[
P\left( \max_{i=1, \ldots, [nt]} |M^n_s(i)| > \epsilon \sqrt{n} \right) \leq \frac{2}{\epsilon^2 n} \sum_{i=1}^{[nt]} E[1\{ V^n(t^n_j) \geq a^n_j \}] = \frac{2}{\epsilon^2} E[\tilde{R}^n(t)] \to 0,
\]
as \( n \to \infty \), by the convergence established in (106). \( \Box \)

**Proof of Lemma 5.3.** We first argue that the families \( \{ \tilde{X}^n \} \) and \( \{ \tilde{\epsilon}^n \} \) are tight in \( D([0, \infty), \mathbb{R}) \) and then use those tightness results to establish the tightness of \( \{ \tilde{V}^n \} \).
Tightness of \( \{X^n\} \). We first argue
\[
S^n_0 \circ \tilde{\mathcal{A}}^n \Rightarrow 0
\]  
(116)
as \( n \to \infty \). Recall the distributional equivalence in (59)
\[
\tilde{S}^n_0 \circ \tilde{R}^n \circ \tilde{\mathcal{A}}^n \overset{D}{=} \hat{S}^n_0 \circ \tilde{\mathcal{A}}^n.
\]
Hence it is sufficient to show
\[
\tilde{S}^n_0 \circ \tilde{R}^n \circ \tilde{\mathcal{A}}^n \Rightarrow 0
\]  
as \( n \to \infty \). From the weak convergence in (27) and Lemma 5.1,
\[
(S^n, \tilde{R}^n) \Rightarrow (\var{V AV}_{W_{S,2}}, 0)
\]
as \( n \to \infty \). The joint convergence holds since \( \tilde{R}^n \) weakly converges to a constant. Since \( \tilde{R}^n \) and \( \tilde{\mathcal{A}}^n \) are non-decreasing in \( t \) for each \( n \), the almost sure convergence of \( \tilde{\mathcal{A}}^n \) in (26) and the random time change theorem imply
\[
\tilde{S}^n_0 \circ \tilde{R}^n \circ \tilde{\mathcal{A}}^n \Rightarrow 0
\]  
as \( n \to \infty \).

From the definition of \( \tilde{X}^n \) in (51) and the evolution equation for \( X^n \) in (31),
\[
\tilde{X}^n = \tilde{\mathcal{A}}^n + \tilde{S}^n(\tilde{\mathcal{A}}^n) + \sqrt{n}(\rho^n - 1) - \tilde{S}^n(\tilde{\mathcal{A}}^n(t)) - \tilde{M}^n(\tilde{\mathcal{A}}^n).
\]
The weak convergences in (27), the heavy-traffic Assumption (11), the almost sure convergence of \( \tilde{\mathcal{A}}^n \) in (26), Lemma 5.2, the weak convergence in (116), and the random time change theorem imply that
\[
\tilde{X}^n \Rightarrow W,
\]as \( n \to \infty \), where \( W \) is a Brownian motion with drift \( \theta \) and variance \( \sigma^2 = \var{V AV}_1 + \var{V AV}_2 \). Tightness follows because weakly convergent subsequences are relatively compact.

Tightness of \( \{\tilde{\epsilon}^n\} \). Let \( T > 0 \). We verify the conditions (16.17) and (16.18) of Theorem 16.8 in Billingsley [3] to prove the tightness of \( \{\tilde{\epsilon}^n\} \). In particular, we must show the following:

- (B16.17) For every \( \eta > 0 \), there exists an \( a \) and an \( n_0 \) such that
\[
P\left( \sup_{0 \leq s \leq T} |\tilde{\epsilon}^n(t)| \geq a \right) < \eta, \quad n \geq n_0;
\]

- (B16.18) For every \( \gamma \) and \( \eta \), there exists a \( \delta \) and an \( n_0 \) such that
\[
P(w'_T(\tilde{\epsilon}^n, \delta) \geq \gamma) < \eta, \quad n \geq n_0.
\]

To see conditions (B16.17) and (B16.18) can be satisfied, first recall from (64) that
\[
\tilde{\epsilon}^n(t) = \int_0^t \left( \int_0^{\var{V AV}_n} h(w) dw \right) ds - \sqrt{n} \left( \exp\left(-\frac{1}{\sqrt{n}} \int_0^{\var{V AV}_n} h(w) dw\right) \right) d\tilde{\mathcal{A}}^n(s).
\]  
(117)
Choose \( K \), \( a \), and \( n_0 \) large enough, and \( \delta \) small enough, so that
\[
P\left( \sup_{0 \leq s \leq T} |\tilde{\epsilon}^n(t)| \geq K \right) < \frac{\eta}{2}
\]  
(118)
\[
P(K\|h\|_K T + (K\|h\|_K + 1)\tilde{\mathcal{A}}^n(T) \geq a) < \frac{\eta}{2}
\]  
(119)
\[
P(K\|h\|_K 2\delta + (1 + K\|h\|_K)(\tilde{\mathcal{A}}^n(t + 2\delta) - \tilde{\mathcal{A}}^n(t)) \geq \gamma) < \frac{\eta}{2},
\]  
(120)
for all \( n \geq n_0 \), where \( \|h\|_K < \infty \) since \( h \) is continuous. Such a \( K \), \( a \), \( \delta \), and \( n_0 \) exist from the observation (110) in the proof of Lemma 5.1, and the almost sure convergence of \( \tilde{\mathcal{A}}^n \) to the identity function in (26). Then, from (117), (118), and (119), also noting that
\[
\sqrt{n}(1 - \exp(-x/\sqrt{n})) \to x,
\]  
(121)
uniformly on compact sets of \([0, \infty)\),

\[
P\left( \sup_{0 \leq t \leq T} |\tilde{e}^n(t)| \geq a \right) \leq \frac{\eta}{2} + P\left( \sup_{0 \leq t \leq T} |\tilde{e}^n(t)| \geq a \cap \sup_{0 \leq t \leq T} |\bar{V}^n(t)| < K \right)
\]

\[
\leq \frac{\eta}{2} + P(TK\|h\|_K + (K\|h\|_K + 1)\widetilde{A}(T) \geq a) < \eta,
\]

and so (B16.17) holds. Next, from the definitions of \(w\) and \(w_I\) in (89) and (90), the inequality (91), and the nonnegativity of \(h\),

\[
w_I'(\tilde{e}^n, \delta) \leq w_I(\tilde{e}^n, 2\delta)
\]

\[
\leq \sup_{0 \leq t \leq T - 2\delta} \int_{t+2\delta}^{t} \left( \int_0^{\bar{V}^n(s)} h(w) \, dw \right) ds + \int_t^{t+2\delta} \sqrt{n} \left( 1 - \exp\left( -\frac{1}{\sqrt{n}} \int_0^{\bar{V}^n(s)} h(w) \, dw \right) \right) d\bar{A}^n(s),
\]

and so also using (118), (120), and (121),

\[
P(w_I(\tilde{e}^n, \delta) \geq \gamma) \leq \frac{\eta}{2} + P\left( w_I(\tilde{e}^n, \delta) \geq \gamma \cap \sup_{0 \leq t \leq T} |\bar{V}^n(t)| < K \right)
\]

\[
\leq \frac{\eta}{2} + P(2\delta K\|h\|_K + (1 + K\|h\|_K)(\bar{A}^n(t + 2\delta) - \bar{A}^n(t)) \geq \gamma)
\]

\[
< \eta,
\]

which implies (B16.18) holds. We conclude \(\{\tilde{e}^n\}\) is tight.

**Tightness of \(\{\bar{V}^n\}\).** We show the sequence \(\{\bar{V}^n\}\) satisfies the definition of relative compactness, and so is tight in \(D([0, \infty), \mathfrak{R})\). Consider any subsequence \(\{\bar{V}^n\}\). Since the families \(\{X^n\}\) and \(\{\tilde{e}^n\}\) are both tight, there exists a further subsequence \(\{X^{n_i(m)} + \tilde{e}^{n_i(m)}\}\) such that

\[
\bar{X}^{n_i(m)} + \tilde{e}^{n_i(m)} \Rightarrow \chi,
\]

as \(n_i(m) \to \infty\), for some limit process \(\chi\). From the representation for \(\bar{V}^n\) in (54), the continuous mapping theorem, and the continuity of the mapping \(\phi^h\) established in part (iii) of Proposition 4.1, on this further subsequence,

\[
\bar{V}^{n_i(m)} = \phi^h(\bar{X}^{n_i(m)} + \tilde{e}^{n_i(m)}) \Rightarrow \phi^h(\chi)
\]

as \(n_i(m) \to \infty\). We conclude \(\{\bar{V}^n\}\) is relatively compact. \(\square\)

**Proof of Lemma 5.4.** The offered waiting time process can only increase at arrival time points, and so

\[
V^n(t) \leq \max_{i=1, \ldots, A^n(t)} V^n(t_i).
\]

(122)

Since in the \(n\)th system service times are scaled by \(n^{-1}\) and the service time of the \(i\)th arrival is only included in the offered waiting time process if \(V^n(t_i) \leq C^n\), recalling the definition for \(C^n\) in (15), we find

\[
\max_{i=1, \ldots, A^n(t)} V^n(t_i) \leq \frac{C}{\sqrt{n}} + \max_{i=1, \ldots, A^n(t)} \frac{v_i}{n}.
\]

(123)

From (123), the fact that the \(v_i\)'s are nonnegative random variables, the definition of \(\delta^n\) in (69) and (122)

\[
\sup_{0 \leq t \leq T} \sqrt{n}\delta^n(s) = \max_{i=1, \ldots, A^n(t)} [\bar{V}^n(t_i) - C]^+ \leq \max_{i=1, \ldots, A^n(t)} \frac{v_i}{\sqrt{n}}.
\]

(124)

Since \(\sqrt{n}\delta^n\) is a nonnegative process, \(n^{-1}A^n \to e\) as \(n \to \infty\), almost surely uniformly on compact sets, and Lemma 3.3 in Iglehart and Whitt [12] establishes \(\max_{i=1, \ldots, n} n^{-1/2}v_i \to 0\) as \(n \to \infty\), the random time change theorem and (124) imply

\[
\sqrt{n}\delta^n \Rightarrow 0
\]

as \(n \to \infty\). \(\square\)
It is useful for the proof of Lemma 5.5 to observe that

\[(\overline{\psi}^n, I^n, \Psi^n) = (\phi_{Cn}, \psi_{1,Cn}, \psi_{2,Cn})(\chi^n - \delta^n), \tag{125}\]

where

\[\chi^n(t) = \frac{1}{n} A^n(t) - \rho^n t + S^n(A^n(t)) + t(\rho^n - 1) - S^n(A^n(t)) - \frac{1}{n} \sum_{j=1}^{A^n(t)} 1 \{ V^n(t_{j}^n) \geq a_j^n \cap \overline{V^n}(t_{j}^n) < C \}, \tag{126}\]

and

\[\Psi^n(t) = \frac{1}{n} \sum_{j=1}^{A^n(t)} 1 \{ \overline{V^n}(t_{j}^n) \geq C \}. \tag{127}\]

To see (125) is valid, we verify (C3) and (C4) of Definition 4.2 when \(h\) is the zero function.

**CONDITION 5 (C5).** From (67) and the fact that the process \(V^n\) is nonnegative, \(0 \leq \overline{\psi}^n \leq C^n\). We now show

\[\overline{\psi}^n = \chi^n - \delta^n + I^n - \Psi^n. \]

From (33)–(35),

\[
V^n(t) = X^n(t) + \epsilon^n(t) - \int_0^t \left( \int_0^{V^n(s)} h^n(u) du \right) ds + I^n(t) - U^n(t) = X^n(t) - \frac{1}{n} \int_0^t F^n(V^n(s^-)) dA^n(s) + I^n(t).
\]

The definitions of \(X^n\) in (31) and \(M_n\) in (4) then imply

\[
V^n(t) = \frac{1}{n} A^n(t) - \rho^n t + S^n(A^n(t)) - S^n(A^n(t)) + t(\rho^n - 1) - \frac{1}{n} \sum_{j=1}^{A^n(t)} 1 \{ V^n(t_{j}^n) \geq a_j^n \} + I^n(t).
\]

Since the abandonment times \(\{a_j^n, j = 0, 1, 2, \ldots\}\) are bounded above by \(\sqrt{n}C\),

\[1 \{ V^n(t_{j}^n) \geq a_j^n \} = 1 \{ V^n(t_{j}^n) \geq a_j^n \cap \overline{V^n}(t_{j}^n) < C \} + 1 \{ \overline{V^n}(t_{j}^n) \geq C \}, \]

and so

\[V^n(t) = \chi^n(t) + I^n(t) - \Psi^n(t). \]

From (68), \(\overline{\psi}^n = V^n - \delta^n\), and so

\[\overline{\psi}^n(t) = \chi^n(t) - \delta^n(t) + I^n(t) - \Psi^n(t). \]

**CONDITION 6 (C6).** The processes \(I^n\) and \(\Psi^n\) are nondecreasing functions having \(I^n(0) = \Psi^n(0) = 0\), and

\[\int_0^\infty \overline{\psi}^n(t) dI^n(t) = \int_0^\infty (V^n(t) \wedge C^n) 1 \{ V^n(t) = 0 \} = 0, \]

and

\[\int_0^\infty [C^n - \overline{\psi}^n(t)]^+ d\Psi^n(t) = \frac{1}{n} \int_0^\infty [C^n - (V^n(t) \wedge C^n)]^+ d\left( \sum_{j=1}^{A^n(t)} 1 \{ V^n(t_{j}^n) \geq C^n \} \right) = 0. \]

**PROOF OF LEMMA 5.5.** Since \(C^n = n^{-1/2}C\) upper bounds the abandonment times \(\{a_j^n, j = 0, 1, 2, \ldots\}\),

\[\overline{R^n}(t) = n^{-1} \sum_{j=1}^{[\alpha t]} 1 \{ V^n(t_{j}^n) \geq a_j^n \cap \overline{V^n}(t_{j}^n) < C \} + n^{-1} \sum_{j=1}^{[\alpha t]} 1 \{ \overline{V^n}(t_{j}^n) \geq C \}. \tag{128}\]
Using the expression for $F^n$ in (16),

\[
E \left[ \sup_{0 \leq t \leq T} n^{-1} \sum_{j=1}^{[nT]} 1 \{ V^n(t^n_j, -) \geq a^n_j \cap \bar{V}^n(t^n_j, -) < C \} \right] = n^{-1} \sum_{j=1}^{[nT]} P(V^n(t^n_j, -) \geq a^n_j \cap \bar{V}^n(t^n_j, -) < C) \leq n^{-1} [nT] \left( 1 - \exp \left( \frac{-1}{\sqrt{n}} \int_0^C h(w) \, dw \right) \right) \rightarrow 0
\]

as $n \rightarrow \infty$. Convergence in $L_1$ implies convergence in probability, and so

\[
\sup_{0 \leq t \leq T} n^{-1} \sum_{j=1}^{[nT]} 1 \{ V^n(t^n_j, -) \geq a^n_j \cap \bar{V}^n(t^n_j, -) < C \} \rightarrow 0, \tag{129}
\]

in probability as $n \rightarrow \infty$.

For the second term in (128), we first observe from (19), (21), (22), and (126) that

\[
\sqrt{n} \chi^n(t) = \bar{\Lambda}^n(t) + \bar{S}^n(\bar{\Lambda}^n(t)) + \sqrt{nt}(\rho^n - 1) - \bar{S}^n(\bar{\Lambda}^n(t)) - \frac{1}{\sqrt{n}} \sum_{j=1}^{A^n(t)} 1 \{ V^n(t^n_j, -) \geq a^n_j \cap \bar{V}^n(t^n_j, -) < C \}.
\]

Let $W$ be a Brownian motion with drift $\theta$ and variance $\sigma^2 = \text{var}(u_1) + \text{var}(v_1)$. The almost sure convergence in (26), the weak convergence in (27), the random time change theorem, and the heavy-traffic Assumption (11) establish the weak convergence of the first three terms in the above expression for $\sqrt{n} \chi^n$ to $W$. The arguments to show the weak convergence of the fourth term to 0 in (116) in the proof of Lemma 5.3 remain valid. To see the fifth term weakly converges to zero, suppose we can show

\[
n^{-1/2} \sum_{j=1}^{A^n(t)} 1 \{ a^n_j < C \sqrt{n} \} \Rightarrow \int_0^\cdot h(u) \, du, \tag{130}
\]

as $n \rightarrow \infty$, which implies the process on the left-hand side is tight in $D([0, \infty), \mathcal{F})$. Then, since for each $s \leq t$,

\[
\sum_{j=A^n(s)}^{A^n(t)} 1 \{ V^n(t^n_j, -) \geq a^n_j \cap \bar{V}^n(t^n_j, -) < C \} \leq \sum_{j=A^n(s)}^{A^n(t)} 1 \{ a^n_j < C / \sqrt{n} \},
\]

it follows from Theorem 16.8 in Billingsley [3] (which provides sufficient conditions for tightness in $D([0, \infty), \mathcal{F})$) that

\[
\left\{ \frac{1}{\sqrt{n}} \sum_{j=1}^{A^n(t)} 1 \{ V^n(t^n_j, -) \geq a^n_j \cap \bar{V}^n(t^n_j, -) < C \} \right\}
\]

is tight in $D([0, \infty), \mathcal{F})$. Consider any subsequence $n_k$ on which

\[
\frac{1}{\sqrt{n_k}} \sum_{j=0}^{A^n(t)} 1 \{ V^n(t^n_j, -) \geq a^n_j \cap \bar{V}^n(t^n_j, -) < C \} \Rightarrow \Psi
\]

as $n_k \rightarrow \infty$. On this subsequence, the two-sided conventional regulator mapping representation in (125), the scaling property in part (ii) of Proposition 4.2, Lemma 5.4, the continuous mapping theorem, and the continuity of $\psi_{2,c}$ established in Theorem 14.8.1 in Whitt [35] imply

\[
\sqrt{n_k} u^{n_k} = \psi_{2,c}(\sqrt{n_k}(\chi^{n_k} - \delta^{n_k})) \Rightarrow \psi_{2,c}(W + \Psi)
\]

as $n_k \rightarrow \infty$, and so

\[
u^{n_k} \Rightarrow 0
\]
as \( n \to \infty \). Since the subsequence \( n_k \) was arbitrary,
\[
\mathcal{W}^n \Rightarrow 0
\]
as \( n \to \infty \). Finally, from (128), (129), the random time change theorem, and the fact that convergence in probability implies weak convergence,
\[
\bar{R}^n \Rightarrow 0
\]
as \( n \to \infty \).

**Weak Convergence of** \( n^{-1/2} \sum_{j=1}^{[nt]} 1[a_j^n < C/\sqrt{n}] \). Consider the centered sum
\[
\Delta^n(t) \equiv \frac{1}{n} \sum_{j=1}^{[nt]} (\sqrt{n}1[a_j^n < C/\sqrt{n}] - \sqrt{n}1[a_j^n < C/\sqrt{n}])
\]
\[
= \left( \frac{1}{n} \sum_{j=1}^{[nt]} \sqrt{n}1[a_j^n < C/\sqrt{n}] \right) - \frac{[nt]}{n} \sqrt{n}P(a_1^n < C/\sqrt{n}).
\]

From the representation for \( F^n \) in (16) and L'Hopital's rule, we have that
\[
\sqrt{n}P(a_1^n < C/\sqrt{n}) = \sqrt{n} \left( 1 - \exp \left( -\frac{1}{\sqrt{n}} \int_0^C h(u) \, du \right) \right) \to \int_0^C h(u) \, du
\]
as \( n \to \infty \), and so
\[
\lim_{n \to \infty} \frac{[nt]}{n} \sqrt{n}P(a_1^n \leq C/\sqrt{n}) = t \int_0^C h(u) \, du.
\]
Therefore, if we can show that \( \Delta^n(t) \to 0 \) in probability as \( n \to \infty \), then it must be true that for each \( t \geq 0 \),
\[
\frac{1}{n} \sum_{j=1}^{[nt]} \sqrt{n}1[a_j^n < C/\sqrt{n}] \to t \int_0^C h(u) \, du
\]
in probability as \( n \to \infty \). For any \( t > 0 \), to show that \( \Delta^n(t) \to 0 \) in probability as \( n \to \infty \), it is sufficient to show that \( E[\Delta^n(t)^2] \to 0 \). (This is because convergence in \( L^2 \) implies convergence in probability.) By independence,
\[
E[\Delta^n(t)^2] = \frac{1}{n} \sum_{j=1}^{[nt]} E[(1[a_j^n < C/\sqrt{n}] - E[1[a_j^n < C/\sqrt{n}])]^2]
\]
\[
\leq \frac{2}{n} \sum_{j=1}^{[nt]} E[1[a_j^n < C/\sqrt{n}]]
\]
\[
= \frac{2}{n} \int_0^C P(a_1^n < C/\sqrt{n})
\]
\[
\to 0
\]
as \( n \to \infty \) by (131), and so (132) is valid.

The limit point on the right-hand side of (132) is deterministic, and convergence in probability implies weak convergence. Repeated application of Theorem 3.9 in Billingsley [3] then implies that the finite-dimensional distributions weakly converge. If we can argue the process on the left-hand side of (132) is tight, then we can conclude the process-level convergence
\[
\left\{ n^{-1/2} \sum_{j=1}^{[nt]} 1[a_j^n < C/\sqrt{n}] \right\} \Rightarrow \int_0^C h(u) \, du
\]
as \( n \to \infty \) is valid. The random time change theorem and (26) then imply that the weak convergence in (130) is valid, completing the proof.

We verify conditions (16.17) and (16.18) of Theorem 16.8 in Billingsley [3] to show that the process
\[
\left\{ n^{-1/2} \sum_{j=1}^{[nt]} 1[a_j^n < C/\sqrt{n}] \right\}
\]
is tight in \( D([0, \infty), \mathbb{R}) \).
For each $a > T \int_0^T h(u) \, du$ from (132),

$$P\left( \sup_{0 \leq u \leq T} \left| \frac{1}{n} \sum_{j=1}^{[n]} \sqrt{n} 1\{a^n_j < C/\sqrt{n}\} \right| > a \right) = P\left( \frac{1}{n} \sum_{j=1}^{[n]} \sqrt{n} 1\{a^n_j < C/\sqrt{n}\} > a \right) \to 0$$

as $n \to \infty$.

First note that

$$w_T^n \left( \frac{1}{n} \sum_{j=1}^{[n]} \sqrt{n} 1\{a^n_j < C/\sqrt{n}\}, \delta \right) \leq \max_{i \in \{0, \ldots, [T/\delta] + 1\}} \left( \frac{1}{n} \sum_{j=0}^{[n]i(\delta+1]} \sqrt{n} 1\{a^n_j < C/\sqrt{n}\} - \frac{1}{n} \sum_{j=0}^{[n]i} \sqrt{n} 1\{a^n_j < C/\sqrt{n}\} \right) \Rightarrow \delta \int_0^C h(u) \, du \quad \text{as} \quad n \to \infty.$$

The above weak convergence follows by the convergence of the finite-dimensional distributions and the continuous mapping theorem. Thus, since convergence in distribution to a constant implies convergence in probability as well, we have that for each $\varepsilon > 0$,

$$\lim_{\delta \to 0} \lim_{n \to \infty} P\left( w_T^n \left( \frac{1}{n} \sum_{j=1}^{[n]} \sqrt{n} 1\{a^n_j < C/\sqrt{n}\}, \delta \right) > \varepsilon \right) = 0$$

as $n \to \infty$. □

**Proof of Lemma 5.6.** Since $\tilde{R}^n \Rightarrow 0$ as $n \to \infty$ under Assumption 2.2 by Lemma 5.5, the arguments to prove Lemma 5.2 remain valid. □

**Proof of Lemma 5.7.** By the representation of $\tilde{V}^n$ in (75) and the continuous mapping theorem, it is sufficient to show the sequences $\{\tilde{X}^n\}$, $\{\tilde{\delta}^n\}$, and $\{\tilde{\epsilon}^n\}$ are tight in $D([0, \infty), \mathfrak{F})$. The sequence $\{\tilde{X}^n\}$ is tight in $D([0, \infty), \mathfrak{F})$ by the same arguments as in the proof of Lemma 5.3. Lemma 5.4 establishes the sequence $\{\tilde{\delta}^n\}$ is tight in $D([0, \infty), \mathfrak{F})$. The following argument shows the sequence $\{\tilde{\epsilon}^n\}$ is tight in $D([0, \infty), \mathfrak{F})$. The evolution equation for $\tilde{\epsilon}^n$ in (79) is exactly that for $\tilde{\epsilon}^n$ in (64) with $\alpha^n$ replacing $\tilde{V}^n$. Therefore, almost the same arguments as in Lemma 5.3 can be used to show $\tilde{\epsilon}^n$ satisfies conditions (16.17) and (16.18) in Theorem 16.8 in Billingsley [3] (given in (B16.17) and (B16.18) in the proof of Lemma 5.3 in terms of $\tilde{V}^n$), which establishes $\{\tilde{\epsilon}^n\}$ is tight in $D([0, \infty), \mathfrak{F})$. The difference is a simplification: the choice of large $K$ in (118) is not necessary since from the definitions of $\tilde{C}^n$ in (15), $\tilde{\gamma}^n$ in (67), and $\tilde{\nu}^n$ in (72),

$$\tilde{V}^n(t) \leq C \quad \text{for all} \quad t \geq 0.$$  □

**Proof of Lemma 6.1.** We first prove Lemma 6.1 under Assumption 2.1 and then under Assumption 2.2.

**Proof Under Assumption 2.1.** First, observe from the definitions of $\tilde{M}^n$ and $\tilde{M}^n_\alpha$ in (4) and (24) that

$$n^{-1/2} \sum_{i = A^n(a^n(t))}^{A^n(t)} 1\{V^n(t^n_i) \geq a^n_t\} = \tilde{M}^n_\alpha(\tilde{A}^n(t)) - \tilde{M}^n_\alpha(\tilde{A}^n(a^n(\tilde{A}^n(t)))) + n^{-1/2} \sum_{i = A^n(a^n(\tilde{A}^n(t)))}^{A^n(t)} F^n(V^n(t^n_i)).$$

Lemma 5.2, the convergence of $\tilde{A}^n$ to the identity process in (26), the fact that $a^n(t) \leq t$ for all $t \geq 0$, and the random time change theorem show

$$\tilde{M}^n_\alpha \circ \tilde{A}^n - \tilde{M}^n_\alpha \circ \tilde{A}^n \circ a^n \Rightarrow 0$$

as $n \to \infty$. Therefore, to show the stated result under Assumption 2.1, it remains to show that

$$n^{-1/2} \sum_{i = A^n(a^n(\tilde{A}^n(t)))}^{A^n(t)} F^n(V^n(t^n_i)) \Rightarrow 0$$

as $n \to \infty$. □
To show (134), it is sufficient to show that for any $\gamma$, $\delta$, $T > 0$,

$$
P\left( \sup_{0 \leq t \leq T} n^{-1/2} \sum_{i=A^n(t)}^{A^n(0)} F^n(V^n(t^n_{i,-})) > \gamma \right) < \delta.
$$

(135)

For any $\delta > 0$ from (109) and the convergence of $\tilde{A}^n$ in (26), we can choose $K$ large enough, so that

$$
P\left( \max_{j=1, \ldots, [nA^n(t)]} \tilde{V}^n(t^n_{i,-}) \geq K \right) < \frac{\delta}{2},
$$

and so

$$
P\left( \sup_{0 \leq t \leq T} n^{-1/2} \sum_{i=A^n(t)}^{A^n(0)} F^n(V^n(t^n_{i,-})) > \gamma \right)
$$

$$
\leq \frac{\delta}{2} + P\left( \sup_{0 \leq t \leq T} n^{-1/2} \sum_{i=A^n(t)}^{A^n(0)} F^n(V^n(t^n_{i,-})) > \gamma \cap \max_{j=1, \ldots, [nA^n(t)]} \tilde{V}^n(t^n_{i,-}) < K \right)
$$

$$
\leq \frac{\delta}{2} + P\left( \sup_{0 \leq t \leq T} (A^n(t) - A^n(a^n(t))) n^{-1/2} F^n\left( \frac{K}{\sqrt{n}} \right) > \gamma \right)
$$

$$
\leq \frac{\delta}{2} + P\left( \sup_{0 \leq t \leq T} (\tilde{A}^n(t) - \tilde{A}^n(a^n(t))) F^n\left( \frac{K}{\sqrt{n}} \right) + \rho^n(t - a^n(t)) \sqrt{n} F^n\left( \frac{K}{\sqrt{n}} \right) > \gamma \right).
$$

(136)

From the definition of $F^n$ in (14) and L'Hopital's rule,

$$
\sqrt{n} F^n\left( \frac{K}{\sqrt{n}} \right) = \sqrt{n} \left( 1 - \exp\left( \frac{1}{\sqrt{n}} \int_0^K h(w) \, dw \right) \right) \to \int_0^K h(w) \, dw
$$

as $n \to \infty$. The function $h$ is continuous, and so $\sup_{0 \leq t \leq K} |h(w)| < \infty$. Furthermore, $\tilde{A}^n$ converges to a continuous limit process. Therefore the weak convergence of $a^n$ to the identity process $e$ in (81) implies

$$(\tilde{A}^n - \tilde{A}^n \circ a^n) F^n\left( \frac{K}{\sqrt{n}} \right) + \rho^n(e - a^n) \sqrt{n} F^n\left( \frac{K}{\sqrt{n}} \right) \Rightarrow 0$$

as $n \to \infty$. Since weak convergence to a constant is equivalent to convergence in probability, we can choose $n$ large enough, so that

$$
P\left( \sup_{0 \leq t \leq T} (\tilde{A}^n(t) - \tilde{A}^n(a^n(t))) F^n\left( \frac{K}{\sqrt{n}} \right) + \rho^n(t - a^n(t)) \sqrt{n} F^n\left( \frac{K}{\sqrt{n}} \right) > \gamma \right) < \frac{\delta}{2},
$$

which from (136) implies (135) is valid, and completes the proof under Assumption 2.1.

**Proof Under Assumption 2.2.** Define

$$
U^n_n(i) \equiv \frac{1}{n} \sum_{j=1}^{i} 1\{V^n(t^n_{j,-}) \geq C^n\}
$$

$$
\bar{U}^n_n(t) \equiv \sqrt{n} U^n_n(\lfloor nt \rfloor)
$$

$$
M^n(i) \equiv \sum_{j=1}^{i} 1\{V^n(t^n_{j,-}) \geq a^n_j \cap V^n(t^n_{j,-}) < C^n\} - E\{1\{V^n(t^n_{j,-}) \geq a^n_j \cap V^n(t^n_{j,-}) < C^n\} | \mathcal{F}_{j-1}\}
$$

$$
\bar{M}^n(t) \equiv \frac{1}{\sqrt{n}} M^n(\lfloor nt \rfloor),
$$

and observe that

$$
n^{-1/2} \sum_{i=A^n(t)}^{A^n(0)} 1\{V^n(t^n_{i,-}) \geq a^n_i\}
$$

$$
= n^{-1/2} \sum_{i=A^n(t)}^{A^n(0)} 1\{V^n(t^n_{i,-}) \geq a^n_i \cap V^n(t^n_{i,-}) \geq C^n\}
$$

$$
+ n^{-1/2} \sum_{i=A^n(t)}^{A^n(0)} 1\{V^n(t^n_{i,-}) \geq a^n_i \cap V^n(t^n_{i,-}) < C^n\}
$$
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\[ n^{-1/2} \sum_{i=A^o(a^n(t))}^{A^n(t)} \mathbf{1}[V^n(t_i^n,^-) \geq C^n] + n^{-1/2} \sum_{i=A^o(a^n(t))}^{A^n(t)} \mathbf{1}[V^n(t_i^n,^-) \geq a^n_i \cap V^n(t_i^n,^-) < C^n] \]

\[ = M^n o \tilde{A}^n(t) - M^n o \tilde{A}^n o a^n(t) + \tilde{U}_n^n o \tilde{A}^n(t) - \tilde{U}_n^n o \tilde{A}^n o a^n(t) \]

\[ + n^{-1/2} \sum_{i=A^o(a^n(t))}^{A^n(t)} E[\mathbf{1}[V^n(t_i^n,^-) \geq a^n_i \cap V^n(t_i^n,^-) < C^n] | \mathcal{F}_{j-1}]. \] (137)

We show each of the three terms on the right-hand side of (137) weakly converges to 0 as \( n \to \infty \).

Arguments identical to those in the proof of Lemma 5.2 show that for any \( t > 0 \),

\[ P \left( \max_{j=1, \ldots, [nt]} |M^n(i)| > \epsilon \sqrt{n} \right) \leq \frac{2}{\epsilon^2 n^{1/2}} \sum_{j=1}^{[nt]} E[\mathbf{1}[V^n(t_i^n,^-) \geq a^n_i \cap V^n(t_i^n,^-) < C^n] | \mathcal{F}_{j-1}] . \] (138)

Since from the expression for \( F^n \) in (16), recalling that \( C^n = n^{-1/2}C \) from (15),

\[ E[\mathbf{1}[V^n(t_i^n,^-) \geq a^n_i \cap V^n(t_i^n,^-) < C^n] | \mathcal{F}_{j-1}] \leq 1 - \exp \left( -\frac{1}{\sqrt{n}} \int_0^C h(w) \, dw \right) \to 0 \]

as \( n \to \infty \) (138) implies

\[ P \left( \max_{j=1, \ldots, [nt]} |M^n(i)| > \epsilon \sqrt{n} \right) \to 0 \]

as \( n \to \infty \), and so

\[ \tilde{M^n} \Rightarrow 0 \]

as \( n \to \infty \). The almost sure convergence of \( \tilde{A}^n \) in (26) and the weak convergence of \( a^n \) in (81) then imply

\[ \tilde{M^n} o \tilde{A}^n - \tilde{M^n} o \tilde{A}^n o a^n \Rightarrow 0 \] (139)

as \( n \to \infty \). Next, since \( \tilde{U}_n^n(\tilde{A}^n(t)) = (b^n)^{-1} \tilde{U}_n^n(t) \) (recalling the definitions of \( U^n \) and \( \tilde{U}_n^n \) in (33) and (74)), \( b^n \to 1 \) as \( n \to \infty \), and \( \tilde{A}^n \to e \), almost surely uniformly on compact sets as \( n \to \infty \), part (ii) of Theorem 5.1 and the random time change theorem establish

\[ \tilde{U}_n^n \Rightarrow \psi^b_{2,C}(W) \]

as \( n \to \infty \), where \( W \) is a Brownian motion as defined in Theorem 5.1. Thus, since \( \psi^b_{2,C}(W) \) is almost surely a continuous process, this then implies by (81) and the fact that \( \tilde{A}^n \to e \) as \( n \to \infty \), that

\[ \tilde{U}_n^n o \tilde{A}^n - \tilde{U}_n^n o \tilde{A}^n o a^n \Rightarrow 0 \] (140)

as \( n \to \infty \). Finally, for the last term on the right-hand side of (137), again using (16),

\[ n^{-1/2} \sum_{i=A^o(a^n(t))}^{A^n(t)} E[\mathbf{1}[V^n(t_i^n,^-) \geq a^n_i \cap V^n(t_i^n,^-) < C^n] | \mathcal{F}_{j-1}] \]

\[ \leq (\tilde{A}^n(t) - \tilde{A}^n o a^n(t)) \sqrt{n} \left( 1 - \exp \left( -\frac{1}{\sqrt{n}} \int_0^C h(w) \, dw \right) \right) \]

\[ \to 0 \] (141)

as \( n \to \infty \), since \( a^n \Rightarrow e \) as \( n \to \infty \) from (81) and

\[ \sqrt{n} \left( 1 - \exp \left( -\frac{1}{\sqrt{n}} \int_0^C h(w) \, dw \right) \right) \to \int_0^C h(w) \, dw < \infty \]

as \( n \to \infty \). We conclude from (137), (139), (140), and (141) that

\[ n^{-1/2} \sum_{i=A^o(a^n(t))}^{A^n(t)} \mathbf{1}[V^n(t_i^n,^-) \geq a^n_i] \Rightarrow 0 \]

as \( n \to \infty \), also using (81) and the fact that \( \tilde{A}^n \to e \) as \( n \to \infty \), almost surely uniformly on compact sets. \( \square \)
PROOF OF LEMMA 6.2. We first argue that for $0 \leq x \leq C$, $P_x(T^C_0 < \infty) = 1$. Define

$$\mathcal{T}^C_0 \equiv \inf\{t \geq 0: \phi_C(W)(t) = 0\},$$

and observe that

$$P_x(\mathcal{T}^C_0 < \infty) = 1$$

by Problem 7 in Chapter 5 in Harrison [11]. From (49), for any $x \in D([0, \infty), \mathfrak{F})$,

$$x(t) = \mathcal{M}^b(x)(t) + \int_0^t \left( \int_0^t h(u) \, du \right) \, ds$$

is written as the sum of $\mathcal{M}^b_C(x)$ and a nondecreasing function. Then, Theorem 1.6 in Kruk et al. [17] establishes

$$\phi_C(\mathcal{M}^b_C(x)) \leq \phi_C(x)$$

for any $x \in D([0, \infty), \mathfrak{F})$. We conclude $T^C_0 \leq \mathcal{T}^C_0$ on every sample path, which from (142) implies $P_x(T^C_0 < \infty) = 1$.

To see $P_x(T_0 < \infty) = 1$ for all $x \geq 0$, first observe that for

$$A \equiv \frac{\sigma^2}{2} \frac{d^2}{dx^2} + (\theta - H(x)) \frac{d}{dx},$$

the function

$$u^\epsilon_n(x) = 1 - \left( \int_{x_{2\epsilon}}^x \exp\left( (2/\sigma^2) \int_{s_{2\epsilon}}^s (H(z) - \theta) \, dz \right) \, dy \right)$$

solves the ordinary differential equation

$$(Au^\epsilon_n)(x) = 0, \quad \epsilon \leq x \leq n$$

with boundary conditions

$$u^\epsilon_n(\epsilon) = 1, \quad u^\epsilon_n(n) = 0.$$  \hspace{1cm} (145)

Next, consider the diffusion

$$Z(t) = -\int_0^t H(Z(s)) \, ds + W(t),$$

and observe that if

$$T^\epsilon_\epsilon \equiv \inf\{t \geq 0: \phi^b(W)(t) \leq \epsilon\}$$

$$T^\epsilon_n \equiv \inf\{t \geq 0: \phi^b(W)(t) \geq n\}$$

$$T^C_\epsilon \equiv \inf\{t \geq 0: Z(t) \leq \epsilon\}$$

$$T^C_n \equiv \inf\{t \geq 0: Z(t) \geq n\},$$

then for $\epsilon < x < n$,

$$P_x(T^C_\epsilon < T^C_n) = P_x(T^C_\epsilon < T^C_n)$$

since for $0 \leq t < T^C_\epsilon \wedge T^C_n$, $Z(t) \in (\epsilon, n)$, and so $\phi^b(W)(t) = Z(t)$. Let $\tilde{u}^\epsilon_n$ be a bounded, twice continuously differentiable function such that

$$\tilde{u}^\epsilon_n(x) = u^\epsilon_n(x) \quad \text{for all } \epsilon \leq x \leq n,$$

and having bounded first derivative. Ito’s formula establishes

$$d\tilde{u}^\epsilon_n(Z(t)) \, dt = (A\tilde{u}^\epsilon_n)(Z(t)) \, dt + \tilde{u}^\epsilon_n(Z(t)) \, \sigma \, dW(t).$$  \hspace{1cm} (147)

Our assumption that $\tilde{u}^\epsilon_n$ is bounded is a sufficient condition for the stochastic integral in (147) to be a martingale. Applying the optional stopping theorem to the bounded stopping time $t \wedge T^C_\epsilon \wedge T^C_n$ and using the fact that $(A\tilde{u}^\epsilon_n)(Z(t)) = 0$ for $0 \leq t < T^C_\epsilon \wedge T^C_n$ from (144), we find

$$\tilde{u}^\epsilon_n(x) = E_x[\tilde{u}^\epsilon_n(Z(t \wedge T^C_\epsilon \wedge T^C_n))].$$  \hspace{1cm} (148)
The exit time of a one-dimensional diffusion from a compact subinterval of \( \mathbb{R} \) is finite with probability 1. (See §5 in Karatzas and Shreve [13].) Therefore, taking the limit as \( t \to \infty \) in (148) and using the bounded convergence theorem shows

\[
\tilde{u}_n^\epsilon(x) = E_x[\tilde{u}_n^\epsilon(Z(T_n^\epsilon \wedge T_0^\epsilon))].
\]

The boundary conditions in (145) and the equality in (146) then imply

\[
\tilde{u}_n^\epsilon(x) = P_x(T_n^\epsilon < T_0^\epsilon) = P_x(T_0^\epsilon < T_n^\epsilon). \tag{149}
\]

Since the diffusion \( \phi^h(W) \) has continuous paths, almost surely

\[
\lim_{n \to \infty} P_x(T_0^\epsilon < T_n^\epsilon) = P_x(T_0^\epsilon < \infty). \tag{150}
\]

Furthermore, for any \( x \geq 0 \), from the expression for \( u_n^\epsilon \) in (143),

\[
\lim_{n \to \infty} \tilde{u}_n^\epsilon(x) = 1, \tag{151}
\]

since

\[
\int_0^n \exp \left( \frac{2}{\sigma^2} \int_0^y (H(z) - \theta) \, dz \right) \, dy \to \infty
\]
as \( n \to \infty \) under the assumption that \( \lim_{z \to \infty} H(z) > \theta \). We conclude from (149), (150), and (151) that

\[
1 = P_x(T_0^\epsilon < \infty). \quad \square
\]
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