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Introduction

In September 2009 the leaders of 20 major economies created the Financial Stability Board (FSB) whose purpose is to “coordinate at the international level the work of national financial authorities and international standard setting bodies (SSBs) in order to develop and promote the implementation of effective regulatory, supervisory and other financial sector policies.” Since that time the financial system has undergone a regulatory overhaul. Much of the public attention has focused on changes to the rules regarding capital requirements for banks. Yet by 2019, via the Basel Committee on Bank Supervision, the major economies have also agreed also to implement new rules governing banks’ debt structures and requirements to hold certain types of liquid assets.

To date there is a remarkable asymmetry in the economic analysis of the capital and liquidity regulations. The pioneering work of Modigliani and Miller (1958) provides a solid theoretical framework for analyzing capital regulation. Any student taking a first course in corporate finance will encounter this theory and there is a massive empirical literature that explores the theory’s predictions. Banking regulations at the international level go back to 1988 and there are many empirical examinations of the impact of these regulations.

In contrast, there is no benchmark theory regarding liquidity provision by intermediaries. Indeed, financial economists even have competing concepts that they have in mind when discussing liquidity. Allen (2014), in his survey of the nascent literature on liquidity regulation, concludes his paper by writing “much more research is required in this area. With capital regulation there is a huge literature but little agreement on the optimal level of requirements. With liquidity regulation, we do not even know what to argue about.”

There is long tradition of studying bank runs, but there is very little research that tries to measure liquidity or assess whether there might be too much or too little being created by financial institutions. Hence, in implementing the new liquidity regulations it seems fair to say we are in a situation where practice is far ahead of both theory and measurement.

In this paper we survey the existing work on liquidity regulation and develop a framework for discussing the regulation. The theory that we propose suggests, in certain parameterizations, regulations which bear some resemblance to those being proposed by Basel process can emerge as ones which will improve outcomes relative to an unregulated benchmark. However, the regulations that arise in our model would naturally differ across banks, depending on certain bank characteristics, so they do not mimic exactly the ones that are on track to be implemented.

The critical ingredients in our model are the following. First, we consider banks which are spatially separated and hence do not compete aggressively for deposits. Treating the bank as monopolist simplifies the analysis by allowing us to side-step some complications that arise from
having to model the deposit market equilibrium. The model can also be interpreted as a
description of the aggregate banking system, which for many financial stability and regulatory
discussions is the object of primary concern and under this interpretation ignoring the deposit
competition is perhaps more natural.

Second, we assume that intermediaries provide liquidity insurance for customers who have
uncertain withdrawal needs (or consumption desires). We build on the Diamond and Dybvig
(1983), henceforth DD, model of banking in which banks provide this insurance by relying on
the law of large numbers to eliminate idiosyncratic customer liquidity needs. For those familiar
with DD, we make two modifications. We allow the bank to invest in a liquid asset that has a
positive rate of return and can be used to pay customers that need liquidity. This introduces a
tradeoff between lending and holding liquidity as in Bhattacharya and Gale (1987) and several
papers of Allen and Gale (1997 and others).

The other change from DD is the form of run risk that the banks face. Banks are assumed to
have a good assessment of the aggregate needs of their customers for fundamental reasons. But,
they also know that some customers will receive a signal about the bank which could lead to a
run. The sunspots that we consider are a metaphor for people being concerned with the health of
the bank, but not having a fully formed set of beliefs about the bank’s solvency status. In
making their decisions we assume that customers are unable to fully evaluate the ability of the
bank to honor deposits. Given the complexity of modern banks it seems realistic to presume that
most customers cannot precisely determine their bank’s maturity mismatch and hence its
vulnerability to a run. The imperfect information creates a challenge for the banks because their
customers will not necessarily know if the bank is prudently holding liquidity or not, which
reduces the incentive to hold liquidity.

In the event that a run does occur, we allow for the possibility that not all customers seek to
withdraw their funds. We believe it is useful to analyze partial runs for two separate reasons.
One is that in practice there do seem to be some sticky deposits that do not flee even in times of
considerable banking stress. In addition, even before troubles occur it is usually clear which
types of deposits are prone to running. So this allows us to talk about policies for different types
of withdrawal risk.

Within this environment we can assess the vulnerability of the financial system to runs under
different regulatory arrangements. In the baseline case, we assume that banks simply maximize
their profits and see which types of equilibria arise. As usual in DD style models, the outcomes
depend critically on how depositors form beliefs. It is possible, under certain parameter
configurations, that the pure self-interest motives of the banks will sufficient to insure that the
system will be run proof.

Given that depositors cannot be sure about how robust the banks are, the banks will typically
face a tension in deciding how much to fortify themselves against the risk of a run. They can
always choose to be sufficiently conservative to be able to withstand a worst case scenario. But in order to do that, they will engage in very little lending, and the forgone profits from deterring the run will be high. Hence, it is possible they will make more profits from taking more risk and living with the consequence that they may be wiped out.

We next allow regulatory interventions that place restrictions on bank portfolio choices. In the baseline set up, the banks have perfectly aligned incentives to prepare to service fundamental aggregate withdrawal needs. So the regulatory challenge is to determine whether a requirement that distorts their private incentives towards being more robust to a run will improve outcomes. We allow for the regulation that can take several forms.

One possibility is to require an initial liquidity position that must be established before depositors make their intentions clear. This can function like the “net stable funding ratio” that is proposed as part of the Basel reforms. A second option is a mandate to always hold additional liquid assets beyond those needed for the fundamental withdrawals. This regulation looks like a traditional reserve requirement for the bank, but can also be interpreted as a kind of “liquidity coverage” ratio that is part of the Basel reforms.

One point of contention regarding the liquidity coverage ratio that has emerged is whether required liquidity can be deployed in the case of crisis. Goodhart (2008) framed the issue nicely with a now famous analogy of “the weary traveller who arrives at the railway station late at night, and, to his delight, sees a taxi there who could take him to his distant destination. He hails the taxi, but the taxi driver replies that he cannot take him, since local bylaws require that there must always be one taxi standing ready at the station.” The model we propose also allows us to address the wisdom of requirements that insist that some liquidity must always be on hand.

The main conclusion from these very simple forms is regulation is that they may improve outcomes relative to the ones that arise from pure self-interest, but each brings potential inefficiencies. Hence, we next solve the mechanism design problem of a social planner who has less information about withdrawal risk than the bank does and seeks to optimally regulate banks to avoid runs. We characterize the optimal form of regulation under different assumptions about the tools available to the planner. We then compare these regulations to the simpler ones that were initially analyzed and to the Basel style regulations.

The remainder of the paper is divided into five parts. Section two contains our selective overview of previous work. As mentioned already, there is enormous and rapidly growing literature on capital regulation. We note several surveys on pure effects of capital regulation. Our emphasis is instead on papers that focus specifically on liquidity regulation.

Section three introduces the benchmark model. We explain how it works under complete information. We also derive a generic proposition that holds with incomplete information that describes when the bank’s preferred liquidity choice will be sufficient to deter a run.
In section four we analyze the two types of liquidity regulation that are akin to the ones contemplated under the Basel process. We first demonstrate that a particular type of regulation that requires the bank to hold liquid assets equal to a fixed percentage of deposits at all times can potentially deter runs. This works because the liquidity mandate, combined the bank’s self-interest to prepare to service predictable deposit outflows, leads the bank to hold more overall liquidity than it would otherwise. Because depositors understand this, it removes the incentive to run in some cases. We also consider alternative assumptions about depositors’ knowledge and the information available to regulators and assess the vulnerability of the bank to runs in these scenarios.

In section 5, we pose the regulatory challenge as a problem in mechanism design where the regulator does not have all of the bank’s information. We first solve a case where the social planner has all potential tools needed to implement the best possible outcome given the information constraints. We then turn to the case where the regulator is limited to setting rules based on bank balance sheet characteristics. In this case, the regulation takes the form of an excess liquidity function that ties the level liquidity assets to withdrawals. Runs can be deterred in this case, and this kind of regulation improves on the simpler versions described in the previous section, but will not implement the first best arrangement that is obtainable when the planner has additional tools. One final result shows how a lender of last resort policy, combined an excess liquidity function, can deliver first best allocations.

Section six presents our conclusions. Besides summarizing our findings, we also pose a few open questions are natural next steps to consider in addressing the issues analyzed in this paper.

2. Literature Review

In considering capital regulation, the literature can be organized by sorting papers along two dimensions. The first regards what is assumed regarding the Modigliani-Miller (1958) (henceforth MM) capital structure propositions. As in all models of corporate finance, absent failures of one of the MM propositions any choices regarding capital structure will be inconsequential. There have been four primary MM violations that have drawn attention in the literature.

One concerns that existence of deposit insurance. If certain parts of a bank’s capital structure is protected from losses by the government, that can create risk-shifting incentives for equity holders. In many models, bank managers working on behalf of the equity owners face an incentive to gamble after adverse shocks that goes unchecked because depositors are immune from losses that they would suffer if the gamble fails.

A second distortion is concerns over guarantees to protect equity holders of banks from losses. Usually this is couched as a problem of having some banks that are assumed to be “too big” or
“too-interconnected” to fail. But, in the recent global financial crisis, there were also cases in some countries where equity owners of smaller, non-systemic banks were insulated from losses due to political connections.

A third violation regards the MM assumption of complete financial markets. With incomplete markets, an institution that creates new securities could be valuable. In the banking context, deposits are a leading example of special security that banks might create.

Finally, there are many models where either asymmetric information or moral hazard problems are considered. Some of the prominent examples include the possibility that borrowers know more about their investment opportunities than lenders, or that borrowers can shift the riskiness of their investments after receiving funding.

So unlike much of the literature research on non-financial corporations, the trade-off theory of capital structure, whereby firms prefer debt for its tax advantages and balance those benefits against costs of financial distress, has not figured prominently in the banking research on capital regulation. Rather, regulation is usually justified on the grounds of addressing one of these other four problems. The type of regulation that can be welfare improving will differ depending on which of these other frictions is assumed to be present.

The second important dimension one which the literature can be organized concerns the economic services that banks are assumed to provide. ¹ Broadly, there are three types of services that have been modeled. The first presumes that certain financial institutions can expand the amount of credit that borrowers can obtain (say, relative to direct lending by individual savers). The micro-founded theories typically assume that borrowers can potentially default on loans and so any lender has to be diligent in monitoring borrowers (Diamond (1984)). By concentrating the lending with specialised agents, these monitoring costs can be conserved and the amount of credit extended can be expanded.

A second widely posited role for intermediaries is helping people and businesses share risks (Benston and Smith (1976), Allen and Gale (1997)). There are many ways to formalise how this takes place, but perhaps the simplest is to recognise that because banks offer both deposits and equity to savers, they can create two different types of claims that would be backed by bank assets. These two choices allow savers to hedge some risks associated with lending and this hedging improves the consumption opportunities for savers. More broadly, these theories suppose that banks help pool and tranche risks.²

A third class of models, which complements the second, supposes that the financial system creates liquid claims that facilitate transactions. There are various motivations behind how this

¹ The next few paragraphs are taken from Kashyap, Tsomocos and Vardoulakis (2014)
² For instance, if there are transactions costs associated with buying securities, a bank that makes no loans but holds traded securities could still be valuable.
can be modelled. In DD style models, an intermediary can cross-insure consumers’ needs for liquidity by exploiting the law of large numbers among customers. But doing so exposes banks to the possibility of a run, which can be disastrous for the bank and its borrowers and depositors. Calomiris and Kahn (1991) and Diamond and Rajan (2001) explain that the very destructive nature of a run is perhaps helpful in disciplining the bank to work hard to honour its claims. So the fragility of runs is potentially important in allowing both high amounts of lending and large amounts of liquidity creation.

Depending on which of these three services is presumed to be operative, and which of the MM failures are present, one can reach very different conclusions about the efficacy of capital regulation in improving welfare. For instance, in models where liquidity creation is not one of the services provided by banks, the costs of mandating higher amounts of equity financing are often modest. Likewise, the benefits of protecting taxpayers from having to bail out banks or depositors by forcing more equity issuance are potentially substantial.

Martynova (2015) offers a recent, comprehensive survey of this literature we will not duplicate this summary. However, it is worth emphasizing that many of these papers are not very informative regarding liquidity regulation, or the potential interactions of liquidity and capital regulation because in the environment being analyzed there is no value to liquidity creation (and hence no cost to limiting it).

As mentioned in the introduction, there are far fewer papers that seek to investigate the purpose and effect of liquidity regulation. Allen (2014) offers a survey of this nascent literature and we share the sentiment of the concluding paragraph of his survey. He writes, “much more research is required in this area. With capital regulation there is a huge literature but little agreement on the optimal level of requirements. With liquidity regulation, we do not even know what to argue about.”

It is possible to again use a similar kind of two-way to classification regarding capital regulation to describe much of the thinking on liquidity. Trivially, if the economic services offered by a bank do not include the provision of liquidity, then regulation that focuses on liquidity will not be particularly interesting to consider. It is possible that in such environments regulating liquidity could make sense to achieve other aims, such as supplementing or substituting for capital requirements. However, if maturity transformation is not one of the outputs of the financial system, assessments of the efficacy of liquidity regulation in such models will be incomplete. Put bluntly, if there are no costs to limiting liquidity provision per se, then obviously the cost of regulations that have this effect cannot be fully assessed.

So we focus only papers where one of the services of the financial system is to provide liquidity. Among these it is helpful to separate them into papers that model liquidity provision in the same way or similarly to DD, and those that introduce other mechanisms.
Among the DD style models, we focus on three that are closely related to our analysis. Ennis and Keister (2006) have a DD style model and determine how much liquidity banks need to hold to deter runs. They compute the amount of excess liquidity the bank must hold to buffer it against a run by all depositors, and also determine the optimal amounts to promise depositors. In their model with full information, when depositors desire safe banks, there will be private incentives to hold enough excess liquidity to deter a sunspot-based run. They do not study regulation because there is no need for any under their assumptions, but we will see that some of the same forces that are present in their model arise in ours.

Vives (2014) analyzes a question similar to that in Ennis and Keister (2006): what are the efficient combinations of equity capital and liquidity holdings to make a bank safe when it subject to runs based on private information about its solvency? He studies a global game where a bank can be insolvent or illiquid. The need for regulation is not considered, but he does examine what capital and liquidity levels would make the bank safer. He finds that capital and liquidity are differentially successful in attending to insolvency and illiquidity. In particular, if depositors are very conservative (and which makes them more inclined to run in the model), increased liquidity holdings which reduce profits by investing more in liquid assets can enhance stability.

Farhi, Golosov, Tsyvinski (2009) investigate a DD model where consumers need banks to invest and where the consumers can trade bank deposits. Absent a minimum liquidity regulation, it is profitable to free ride on the liquidity held by other banks, because banks offer rates which subsidize those who need to withdraw their deposit early (which is the spirit of Jacklin(1987)). A floor on liquidity holdings removes the incentive for this free riding.

Among the non-DD models, one that is related is Calomiris, Heider, Hoerova (2014). They have a six period model where banks can potentially engage in risk-shifting so that when banks suffer loan losses they may not be able to honor their deposit contracts. Cash is observable and mandating that banks must have minimum levels of cash reserves can limit the risk-shifting.

More generally, our approach is closely related to the mechanism design approach in Baron and Myerson (1982). They also were interested in investigating how regulation could be structured to induce the party being regulated to efficiently use information that is private.

3. Baseline Model

The timing and preferences are as in DD. There are three dates, T= 0, 1, and 2. The interest rates that bank must offer are taken as given, motivated by a monopoly bank which must meet the outside option of depositors to attract deposits. Equivalently, the single bank can be thought of as representing the overall banking system.
For a unit investment at date 0, the bank offers a demand deposit which pays either \( r_1 \) at date 1 or \( r_2 \) at date 2. This effectively offers a gross rate of return \( r_2/r_1 \) between dates 1 and 2 which is equal to the exogenous outside option (such as government bonds) for depositors between these dates. Essentially, the bank offers one period deposits which equal the interest rate on the outside option. We will assume that depositors are sufficiently risk averse that they would like the banking system to supply one period deposits that are riskless. Hence, when we consider interventions they will be designed to deliver as this as the only possible equilibrium.

The residual claim after deposits are paid is limited liability equity retained by the banker. All equity payments are made at date 2.\(^3\)

The bank can invest in two assets with constant returns to scale. One is a liquid asset (which we will interchangeably refer to as the safe asset) that returns \( R_1 > 0 \) per unit invested in the previous period. The other is an illiquid asset for which a unit investment at date 0 returns at date 2 an amount more than rolling over liquid assets (\( R_2 > R_1 \cdot R_1 \)). The illiquid asset (which we will interchangeably refer to a loan) can be liquidated for \( \theta R_2 \) date 1, where \( \theta R_2 < R_1 \) and \( \theta \geq 0 \). These restrictions imply that when the bank knows it must make a payment at date 1, it is always more efficient to do that by investing in the safe asset rather than planning to liquidate the loan.

We also assume that banking is profitable even investing exclusively in the liquid asset, so that \( r_1 < R_1 \) and \( r_2 < R_1^2 \). This is a sufficient condition to guarantee that requiring excess liquidity will not make the bank insolvent (though it still will reduce the efficiency of investment). In addition, we assume that bank profits from investing in illiquid assets when depositors hold their deposits for two periods is greater than from investing in liquid assets when depositor’s hold their deposits for only one period (or \( r_2 R_2 < r_1 R_1 \)). The latter assumption is used only in some results on regulation.

There are many possible reasons to presume that the illiquid asset can be liquidated for only \( \theta R_2 \). For instance, in DD liquidation can be thought of as a non-tradable production technology. Alternatively it could reflect the bank’s lending skills, implying that it would be worth less to a buyer than to the bank because (compared to the bank) the buyer would be able to collect less from a borrower, as in Diamond-Rajan (2001). Nothing in our analysis hinges on why this discount exists, though we do insist that it is operative for everyone in the economy including a potential lender of last resort. Also, our assumption that \( \theta \) is a constant implies that we are not modeling a situation where the sale price depends only on the amount of remaining liquidity held by potential buyers (as in Bhattacharya-Gale (1987), Allen-Gale (1997) and Diamond (1997)).

---

\(^3\) We could introduce another incentive problem for the banker to motive a minimum value of equity at all dates and states, but for now the bank will operate efficiently as long as equity remains positive in equilibrium.
For fundamental reasons, a fraction $t_s$ of depositors want to withdraw at date 1 and $1-t_s$ want to withdraw at date 2 in state $s$. The realizations of $t_s$ are bounded below by $0 \leq t_s \leq 1$. The banker will know the realization of $t_s$ when the asset composition choice is made. This assumption is meant to capture the fact that banks have superior information about their customers. Indeed, some early theories of banking supposed that the advantage of tying lending and deposit making was that by watching a customer’s checking account activities a bank could gauge that customer’s creditworthiness (Black (1975)). So the assumption that banks are well-informed about their customers’ withdrawal tendencies has a long tradition.

If the ex-post state is $s$ and there is not a run, a fraction $f_1 = t_s$ will withdraw $r_1$ each, requiring $r_1 t_s$ resources in date 1 resources, this will leave a fraction $1-t_s$ depositors at date 2 and the required date 2 resources to pay them equals $r_2(1-t_s)$. If we let $\alpha$ be the fraction of the bank’s portfolio that is invested in the liquid asset and $(1-\alpha)$ be the portion invested in the illiquid one, then the bank’s profits, and hence its value of equity in general will be

$$\text{Value of equity} = (1-\alpha)R_2 + (\alpha R_1 - f_1 r_1)R_1 - (1-f_1)r_2$$

if $\alpha R_1 \geq f_1 r_1 \quad (1)$

Because we are assuming that the bank knows $t_s$, its own self-interest will lead it to make sure to always have enough invested in the liquid asset to cover these withdrawals. So absent a run, the profits are very intuitive and easy to understand. The first term in (1) represents the returns from the illiquid investment, the second reflects the spread on the safe asset relative to deposits (recognizing that if there is any leftover funds are rolled over), and the third term reflects the funding costs of two period deposits.

The more interesting case to consider is what happens when a run is possible. We suppose that a fixed number $\Delta$ of the patient depositors are highly likely to see a sunspot. All depositors (and the bank) know $\Delta$ and upon seeing the sunspot they must decide whether they believe that the others who see it will decide withdraw their funds early. As mentioned earlier, the sunspot is intended to stand in for general fears about the solvency of the bank, so the inference problem relates to their conjecture about whether others investors might panic. In that case, they have to decide whether to join the run. So in general $f_1 > t_s$ is possible.

If the bank will be insolvent with a fraction of withdrawals of any amount less than $t_s + \Delta$, then we assume each depositor who sees then sunspot will all withdraw and $f_1 = t_s + \Delta$. This will give zero to all who do not withdraw, and the goal of bank or its regulator is to prevent this outcome from ever being a Nash equilibrium.

In addition, we will assume that if the bank is exactly solvent at $f_1 = t_s + \Delta$, no depositor who does not need to withdraw (and only sees the sunspot) will withdraw. This condition establishes how much liquidity is needed to deter a run. A natural justification for why someone who does not need to withdraw until date 2 would not want to withdraw from a solvent bank at date 1, is that
by doing so the person can only obtain a lower return than they get from the bank. Put differently, we suppose that self-insurance such as sticking money under a mattress is not an attractive option.

If the bank observed the fraction of people withdrawing their funds (for fundamental reasons or because of panic), prior to choosing its liquid asset holdings, then it would always invest enough to cover the planned withdrawals. This directly follows from the assumption about the inefficiency of liquidating illiquid assets to pay early depositors relative to using the liquid asset. Holding just enough liquid assets pay off exactly \( f_1 r_1 \) is profit maximizing because doing so maximizes its long-term investments (which are its most profitable option). The profits for the bank in this case will again be given by (1).

Proposition 1: The bank optimally chooses \( \alpha^{AIC} = \frac{t_1 r_1}{R_1} \), under the belief that no one runs, \( t_1 r_1 + (1 - \frac{t_1 r_1}{R_1}) \theta R_2 - r_2 \theta \). and if \( t_s + \Delta < \frac{t_1 r_1 + (1 - \frac{t_1 r_1}{R_1}) \theta R_2 - r_2 \theta}{r_1 - r_2 \theta} \), investors will never run.

Proof: The bank's equity is positive until \( (1 - \alpha) - (t_1 r_1 - \alpha R_1) \theta R_2 - (1 - f_1) r_2 = 0 \). So, when the automatically incentive compatible level of initial liquidity \( \alpha^{AIC} \) is chosen (\( \alpha^{AIC} = \frac{t_1 r_1}{R_1} \)), the value of equity is decreasing in \( f_1 \) and equal zero when \( f_1^* = \frac{t_1 r_1}{R_1} + (1 - \frac{t_1 r_1}{R_1}) \theta R_2 - r_2 \theta \). Therefore, if \( t_s + \Delta \) is less than \( f_1^* \), then the depositors always know the bank will be solvent and there is no Nash equilibrium with a run.

QED

The proposition simply states the condition when the bank is sufficiently profitable and not too illiquid, even if it only holds enough of the liquid asset to service fundamental withdrawals, it would still be solvent in the event of a run. If the depositors know \( \Delta \) and \( t_s \), then they can check whether this condition holds and if it does, then it never is individually rational to react to the sunspot.
If \( t_s + \Delta > \frac{R_1 \alpha t R_2 - r_2}{r_1 - r_2} \), then the bank must increase \( \alpha_s \) to \( \alpha_s^{\text{stable}} \) to definitely deter the run, where \( \alpha_s^{\text{stable}} \) is such that:

\[
\alpha_s^{\text{stable}} = \frac{\alpha_s R_1 + (1-\alpha_s) R_2 - r_2}{r_1 - r_2}.
\]

This yields:

\[
\alpha_s^{\text{stable}} = \frac{(t_s + \Delta) r_1 + \theta ((1 - t_s - \Delta) r_2 - R_2)}{R_1 - \theta R_2}.
\]

So merely preparing to service fundamental withdrawals will not always be enough to deter a run.

One useful benchmark is to notice that when runs can be complete, \( t_s + \Delta = 1 \), then the amount needed to necessarily deter a run simplifies to:

\[
\alpha^{\text{stable}} = \frac{r_1 - \theta R_2}{R_1 - \theta R_2}.
\]

The result in this special case seems particularly intuitive since it says that if the bank is at risk for a total run, it can only prevent that by promising to pay out to its early customers no more than it is earning on the liquid investment. This should not be surprising because in a full run none of the rents from funding the illiquid investment for two periods will be realized so that the bank cannot use any of those rents to subsidize the early withdrawals (as occurs in the more general case).

This means we can say a bit more if \( t_s \) is known and all parties understand the bank’s incentives.

If runs are impossible, the bank will choose \( \alpha_s = \frac{t_s r_1}{R_1} \) and no unused liquidity is held from dates 1 to 2. When runs are possible and must be avoided, then this level of liquidity holdings might not be high enough to leave the bank solvent in a run. To always deter a possible run bank will have to hold \( \alpha_s = \alpha_s^{\text{stable}} \). This will require that some unused liquidity be held from date 1 to 2 (after normal withdraws are met at date 1). If the bank is free to use all of this unused liquidity if a run should occur, then depositors can see that the liquidity is present and will never choose to run.

Alternatively, suppose the depositors do not observe \( \alpha_s \), but the bank and regulator (or planner) could. Then the following arrangement is possible.

Proposition 2: With full information a bank (or a regulator) seeking to deter runs will choose

\[
\alpha^*_s = \max \{ \alpha_s^{AIC}, \alpha_s^{\text{stable}} \}
\]

Proof: The bank is automatically stable when \( \frac{r_1 t_s}{R_1} \geq \alpha_s^{\text{stable}} \) so the regulator would always want to maximize lending and allow the bank to follow its self-interest and select that level \( \frac{r_1 t_s}{R_1} \) of liquidity. Otherwise, the minimum amount of liquidity that is needed is \( \alpha_s^{\text{stable}} \).
More generally, for arbitrary anticipated withdrawals of $t_s$, $\alpha_s^{\text{AIC}}$ and $\alpha_s^{\text{stable}}$ will differ and will look something like what is shown in Figure 1. For very low levels of anticipated withdrawals, where the condition in Proposition 1 holds, the bank is sufficiently solvent that is holding more ex-ante liquidity than is need to be stable and runs are impossible. At some point, however, this ceases to be true and the amount needed to just be solvent in a run is higher than the bank would hold out of pure self-interest. So in this case run deterrence would require a higher level of initial liquidity. This observation will be helpful in understanding some of the regulatory tradeoffs that we subsequently explore.

![Figure 1: Comparison of Automatically Incentive Compatible and Necessarily Stable Liquidity Choices](image)

While the full information benchmark is helpful, we think it may be too extreme to be realistic. It is plausible that the bank knows much more about its customers than anyone else. Moreover, depositors are likely to have trouble interpreting $\alpha$. They may only be able to access stale information and also may not be able to tell how many withdrawals had occurred as of the time that $\alpha$ was measured.

So we need to understand what happens when either $\alpha$ is unobserved, or when $t_s$ is not observed. Remarkably, if $t_s$ observed but $\alpha$ is not, so long as $\alpha_s^{\text{AIC}} \geq \alpha_s^{\text{stable}}$ runs are deterred by bank self-interest. If $t_s$ is unknown the runs will only be automatically deterred if this condition is true for all $s$.

Provisionally, we will assume that $\alpha$ is unobservable. We will eventually relax that assumption, though it will turn out that most of the key intuitions and results still carry through even under weaker assumptions. So as our baseline assumptions are as follows:
i) Depositors cannot observe \( \alpha \), but do know \( t_s \) and \( \Delta \) and they know that some of the patient depositors will see the sunspot. They also know that the bank maximizes its profits conditional on what it knows.

ii) The bank knows \( t_s \) when it picks \( \alpha \). The bank knows \( \Delta \) and it knows that the depositors know what it knows.

Our analysis seeks to implement choices by the bank where there is never a bank run. Under these assumptions, when the required condition on \( t_s + \Delta \) in Proposition 1 does not hold, then there is essentially never an equilibrium where the bank is always solvent during a run.\(^4\) The problem arises because if bank anticipates that depositors will never run, the bank will not hold any extra liquidity to deter a run. We show in the appendix that even with mixed strategies by depositors, this remains true.

4. Basel Style Regulatory Options

In cases where self-interest by the bank will not necessarily eliminate runs, we next ask whether some simple forms of regulation might do so. For these purposes, we continue to assume that the depositors are sufficiently risk averse so that this is social optimum. We recognize that one consequence of trying to eliminate runs is that we are not maximizing lending, which might be another possible social objective. Given that the model does not have fully endogenous general equilibrium interest rates we hesitate to use it to explore situations where depositors are less risk averse which would imply tradeoffs between arrangements that might deliver extra lending at the expense of additional run risk. This would be a natural topic for further study; nonetheless, we believe the insights from this model on how different regulations operate would still carry over to a richer environment.

We consider two potential approaches that a regulator (who at this stage could also be described as an auditor) could pursue. These are inspired by the kinds of regulations that are proposed as part of Basel III. We suppose that she can credibly certify that the bank has some level of the safe asset is present (as a percentage of deposits). One option is to report on this ratio at the time when the liquid assets are acquired at time zero. This would amount to regulating \( \alpha \) and this is similar in spirit the net stable funding ratio (NSFR). The NSFR requires “banks to maintain a stable funding profile in relation to the composition of their assets and off-balance sheet activities” (Basel Committee on Bank Supervision (2014)). Loosely speaking, the NSFR can be thought of as forcing banks to fund long term assets with long term funding

\(^4\) If for some reason all depositors always chose to ignore the sunspot, that could be a pure strategy equilibrium where runs are never anticipated, but in addition to being uninteresting in our context, it would not be unique because the equilibrium we describe in the appendix would also always exist.
Alternatively, she could insist that the bank will always have a certain amount of liquid assets relative to deposits at all times, including after any withdrawals. This kind of regulation is more like the liquidity coverage ratio (LCR). The LCR requires “that banks have an adequate stock of unencumbered high-quality liquid assets (HQLA) that can be converted easily and immediately in private markets into cash to meet their liquidity needs for a 30 calendar day liquidity stress scenario (Basel Committee on Bank Supervision (2013)).

As a first step, consider imposing a LCR regulation that says the bank must always hold a fraction $\rho$ of deposits in liquid assets. The important consequence of this is that regulation would even apply after first period withdrawals ($f_1$), when the bank would have to have a minimum level of safe assets equal to $\rho(1-f_1)$.

If the bank is subject to this requirement, and it conjectures that $f_1$ depositors will withdraw, then its optimal initial level of safe assets ($\alpha$) will satisfy $\alpha R_1 = f_1 r_1 + \rho(1-f_1)$. This choice follows trivially because it is never efficient to make loans with intention of liquidating them and this is the minimum amount of liquid assets that will satisfy the regulation. Accordingly, the bank knows that the depositors will know this (and also understand that the bank is trying to maximize its profits). The residual value of the bank’s equity will be:

$$E_2(f_1;\rho) = \begin{cases} 
(\alpha R_1 - f_1 r_1)R_1 + (1-\alpha)R_2 - (1-f_1)r_2 & \text{if } f_1 < \frac{\alpha R_1 - \rho}{r_1 - \rho}, \\
(1-\alpha) - \frac{f_1 r_1 - \alpha R_1 + \rho(1-f_1)}{R_2} + (\rho R_1 - r_2)(1-f_1) & \text{if } f_1 \geq \frac{\alpha R_1 - \rho}{r_1 - \rho} \text{ and if } f_1 \leq \frac{\alpha R_1 + (1-\alpha)\theta R_2 - \rho(1-\theta R_1) - r_2 \theta}{r_1 - \rho(1-\theta R_1) - r_2 \theta}, \\
0 & \text{if } f_1 > \frac{\alpha R_1 + (1-\alpha)\theta R_2 - \rho(1-\theta R_1) - r_2 \theta}{r_1 - \rho(1-\theta R_1) - r_2 \theta}.
\end{cases}$$

Each branch of the expression is intuitive. The first possibility shows the profits that accrue when withdrawals are small enough that the bank can pay without liquidating any loans and still satisfy the LCR; this will be the case whenever $f_1 r_1 < \alpha R_1 + \rho(1-f_1)$, which when rearranged is the threshold condition that is listed. In this case, the bank has two sources of revenue, one coming from rolling over the residual safe assets after paying early depositors and the other coming from the return on the loans. The date 2 depositors must be paid and the banker keeps everything that is left.
The second branch represents a case where the bank must liquidate some loans to service the early withdrawals. In this case, the bank liquidates just enough loans so that after the deposits are paid, it exactly satisfies the LCR. The same two sources of revenues and deposit cost are present, but the formula adjusts for the liquidations. Recall that each loan that is liquidated yields $\theta R_2$ at date 1. Hence rather than having the revenue from the full set of loans $(1-\alpha)$ that were initially granted, the bank only receives returns on the portion that remains after some loans that were liquidated in order to pay the depositors and comply with the LCR. Because the LCR is binding from date 1 until date 2, the bank has exactly $\rho(1-t_1)$ of the safe asset that is rolled over and that money can also be used to pay the remaining patient depositors.

The third possibility is that the level of withdrawals is sufficiently large that the bank becomes insolvent. Insolvency occurs when $f_i > \frac{\alpha R_1 + (1-\alpha)\theta R_2 - \rho(1-\theta R_1)-\tau_2 \theta}{r_i-\rho(1-\theta R_1)-\tau_2 \theta}$ because at that point the depositors can see that the liquidations do not generate enough to fully cover the promised repayments.

The bank knows that depositors consider these payoffs in trying to infer what the bank will do. If the coverage ratio can be set such that the bank chooses to hold sufficient liquidity to remain solvent during a run, then runs will be deterred.

**Proposition 3:** If $\rho \in [0,1]$ satisfies $t_s + \Delta \leq \frac{t_s r_i + \rho(1-t_s) R_1 + (1-\frac{t_s r_i + \rho(1-t_s)}{R_1}) \theta R_2 - \rho(1-\theta R_1)-\tau_2 \theta}{r_i-\rho(1-\theta R_1)-\tau_2 \theta}$ then a regulator who knows $t_s$ can choose $\rho$ so as to deter runs.

**Proof:** Suppose the bank believes that $f_i = t_s$, then it will pick $\alpha$ to satisfy: $\alpha R_1 = t_s r_i + \rho(1-t_s)$. The bank will be solvent until $f_i = \overline{f_i} = \frac{\alpha R_1 + (1-\alpha)\theta R_2 - \rho(1-\theta R_1)-\tau_2 \theta}{r_i-\rho(1-\theta R_1)-\tau_2 \theta}$. So regulator can pick $\rho$ such that it delivers $t_s + \Delta < \overline{f_i}$ and $\alpha = \frac{t_s r_i + \rho(1-t_s)}{R_1}$. If $\theta > 0$ and $t_s + \Delta > \overline{f_i}$ at $\rho = 0$, then the lowest required $\rho$ satisfies

$$t_s + \Delta = \frac{t_s r_i + \rho(1-t_s) R_1 + (1-\frac{t_s r_i + \rho(1-t_s)}{R_1}) \theta R_2 - \rho(1-\theta R_1)-\tau_2 \theta}{r_i-\rho(1-\theta R_1)-\tau_2 \theta}$$

(2).

If such a $\rho \in [0,1]$ exists, then it is given by $\rho = \frac{\theta R_1 ((1-t_s-\Delta)\tau_2 - R_2) + t_i (\Delta R_1 + t_s \theta R_2)}{\Delta R_1 + (1-t_s-\Delta)\theta R_1^2 - (1-t_s)\theta R_2}$.
From our assumptions that \( r_1 \leq R_1 \) and \( r_2 \leq R_2^2 \), there will always be a be a value of \( \rho \) between 0 and 1 which satisfies

\[
\frac{t_1 r_1 + \rho (1-t_1)}{R_1} + (1 - \frac{t_1 r_1 + \rho (1-t_1)}{R_1} \theta R_2 - \rho (1-\theta R_2) - r_2 \theta)
\]

and 1 which satisfies

\[
t_2 + \Delta \leq \frac{r_1 - \rho (1-\theta R_1) - r_2 \theta}{R_1 - \rho (1-\theta R_1) - r_2 \theta}.
\]

If \( \theta > 0 \) and the bank is not solvent given a run with \( \rho = 0 \), then a \( \rho \in [0,1] \) exists where (2) holds with equality and then it is given by

\[
\rho = \frac{\theta R_1 ((1-t_2 - \Delta) r_2 - R_2) + t_2 (\Delta R_2 + t_2 \theta R_2)}{\Delta R_1 + (1-t_2 - \Delta) \theta R_2^2 - (1-t_2) \theta R_2}.
\]

If the regulator chooses an appropriate level of \( \rho \leq 1 \) knowing \( t_1 \), then depositors can be sure that the bank is stable and will never want to join a run, even though they cannot observe or interpret the level of liquidity at any instant.

The intuition for why the regulation (which is a combination of a rule which can be enforced and credibly auditing) might be sufficient to foreclose a run, even when the bank’s liquidity choice is unobservable, is straightforward. The LCR forces the bank to invest in more safe assets than it would voluntarily prefer to hold and the depositors know that the regulator is doing this to try to prevent runs. The bank’s own self-interest continues to insure that it plans to always hold enough safe assets to cover its anticipated fundamental withdrawals and we are assuming that it can do that perfectly. Consequently, knowing that the extra liquidity cannot be avoided reduces the incentive to run.

Importantly, once the run has been prevented the liquidity still will have to remain on the bank’s balance sheet. So, under these assumptions it is beneficial to force the last taxi cab to always remain at the train station.

To better understand the model works, consider the following example (which is not calibrated in any particular way). Suppose the maximum value of \( t \) is \( t = \frac{1}{2} \), and \( \theta = \frac{1}{2} \), \( R_1 = 1.1 \), \( R_2 = 1.5 \), \( r_1 = r_2 = 1 \), then it is possible to solve for the \( \rho \) needed to deter the run as a function of \( \Delta \). Figure 2 shows this correspondence.

For these parameters, there are two interesting regions. First, up until the point when \( \Delta \) reaches about 0.32, the optimal value of \( \rho \) is zero. Runs that are smaller than that cutoff are such that the condition in Proposition 1 holds and the bank selfishly will always hold enough safe assets so as to deter a run.

At certain point, however, the condition in Proposition 1 no longer applies and profits are no longer sufficient to prevent the run. For potential runs that are this size (or larger), \( \rho \) must be positive and it increases as the size of the potential run does, up until the point where a full run is a possibility.
Figure 2: Liquidity Coverage Ratio as a Function of the Potential Run Risk

Proposition 4 characterizes the optimal LCR when $t_s$ is private information to the bank.

Proposition 4: If the regulator must specify an LCR with a constant $\rho$ knowing only the distribution of outcomes, then a value which leads the bank to be stable for all $t_s$ must be specified. The worst case for solvency given a run is the bank with anticipated withdrawals of $t_s$ (the highest possible value of $t_s$). A LCR ratio which makes the bank with $t_s$ anticipated withdrawals just solvent in a complete run will make all types banks safe.

Proof:

A bank of type $t_s$, subject to an LCR of $\rho$ will choose $s_s = \frac{t_s r_s + \rho (1-t_s)}{R_1}$ and given a run, the value of its equity when withdrawals exceed $t_s$ and $f_s = t_s + \Delta$ is:

$$E(\rho, t_s, f_s = t_s + \Delta) = \left( \frac{t_s r_s + \rho (1-t_s)}{R_1} \right) R_1 + \rho (1-t_s - \Delta) \frac{R_2}{\theta R_2} + (\rho R_1 - r_s)(1-t_s - \Delta)$$

Choose lowest $\rho$ for a type $\hat{t}_s$, such that the value of equity given a run for that type will be exactly zero (it will just be solvent). To determine the solvency of types $t_s < \hat{t}_s$ subject to this fixed this $\rho$, note each will choose $s_s = \frac{t_s r_s + \rho^* (1-t_s)}{R_1}$. Differentiating $E(\rho, t_s, f_s = t_s + \Delta)$ with
respect to \( t_s \) yields:

\[
\frac{\partial}{\partial t_s} \mathbb{E}(\rho_{t=t_s, f_2=t_s+\Delta}) = r_2 + \frac{(\rho - r_1)R_2}{R_1} - \rho R_1.
\]

From the assumption that it is more profitable to finance illiquid assets with deposits absent a withdrawal than to finance liquid asset with one period deposits, \( \frac{r_2}{R_2} > \frac{r_1}{R_1} \), we know \( r_2 < \frac{R_2}{R_1} \), which implies that

\[
r_2 + \frac{(\rho - r_1)R_2}{R_1} - \rho R_1 < \frac{R_2}{R_1} + \frac{(\rho - r_1)R_2}{R_1} - \rho R_1 = \rho \left( \frac{R_2}{R_1} - R_1 \right) < 0.
\]

The final inequality follows from the profitability of the illiquid asset (i.e., \( R_2 > R_1^2 \)). This implies that for all \( t_s \leq t \), banks are stable and no one would join an anticipated run. A LCR ratio \( \rho \) which makes the bank with anticipated withdrawals of \( t_s = t \) just solvent in a complete run will therefore make all types banks stable.

QED

To consider a net stable funding ratio we have to drop the assumption that initial liquidity is completely unobservable – otherwise it could not be enforced. As an alternative, suppose instead that depositors can perfectly observe \( \alpha_s \), but do not know how many people need to withdraw for fundamental reasons \( (t_s) \) and only know the distribution of its support (where we denote the maximum value by \( T \)). Initially, we suppose that the regulator has the same information as the depositors. Suppose that the bank can continue to see \( t_s \) and that all parties know \( \Delta \).

While these assumptions allow for regulations akin to the NSFR, the regulation still must be very crude. The only certain way to assure the depositors that adequate ex-ante liquidity is being held is to insist that the bank invests in enough safe assets to cover the worst case withdrawals, \( T + \Delta \). Otherwise there will be an equilibrium where there is a run under the belief that other depositors conjecture that \( t_s = T \). Only covering this worst case will definitely remove the incentive to run, but whenever fewer fundamental withdrawals are required, the bank is left with many safe assets that must be rolled over.

This allows us to compare a NSFR which is sufficient to make stable a bank with \( t_s = T \) to a LCR which will make that same type of bank stable. Either will make stable banks of all values of \( t_s \) (and no lower values will achieve this). To illustrate the possible disadvantages of a constant NSFR, we show what happens when the worst case is \( T + \Delta = 1 \), and where the best possible LCR is implemented.

Proposition 5: An LCR regulation can potentially support more lending than a NSFR regulation when depositors and regulators cannot condition on \( t_s \).
Proof: The simplest way to see that this might occur is to suppose that in the worst case the run is complete, \( \bar{t} + \Delta = 1 \). In this case, we know that \( \alpha = \frac{r_i - \theta R_i}{R_i - \theta R_i} \) is the optimal NSFR. But in this case, the regulator can choose \( \rho = \rho^* \), where \( \rho^* \) and implement the same outcome such that \( \alpha^* = \frac{r_i + \rho^* (1-\bar{t})}{R_i} \). Because a run on a bank with \( \bar{t} + \Delta = 1 \) will be complete, all its liquidity can be released in a run (the LCR becomes \( \rho^* (1-\bar{t} - \Delta) = 0 \)). From Proposition 4, this LCR will make stable the other types of banks with lower \( t_s < \bar{t} \), and they will be able to invest a smaller amount in liquid assets. Because they are stable, there will not be runs and they will never need to liquidate illiquid assets.

Each bank will choose \( \alpha^* = \frac{t_s r_i + \rho^* (1-t_s)}{R_i} \) while a bank subject to the NSFR would still have to hold \( \alpha^* \).

QED.

The complete run case is some sense the most favorable environment for the LCR style regulation because in the event of a full run, the requirement to maintain extra liquidity after the first date is irrelevant. In this case, the last taxicab is allowed to depart (because \( \rho^* (1-\bar{t} - \Delta) = 0 \)). If the worst possible case involves only a partial run, there would then be a tradeoff because the incentive effects of the LCR require that some liquid assets remain on the balance sheet and the NSFR ratio does not.

More generally, when a bank is subject only to a NSFR, it gets to release all of its liquidity in the event of a run. If the regulator knows all the information as in Proposition 2, then the best NSFR is \( \alpha^*_s = \max \{ \alpha_{\text{stable}}^*, \alpha_{\text{stable}}^* \} \).

These polar cases provide some general guidance about the relative efficacy of the two types of regulations. The LCR will work well when monitoring the bank’s liquidity is difficult because the regulation forces the bank to carry more safe assets than it would prefer to. Depositors understand this and in some cases this will be enough to quell any concerns about the bank having insufficient funds to withstand a run.

The main cost of the LCR is that deterring the run requires the bank to always have some funds invested in safe assets, even if a run has occurred. Ex-post this liquidity is inefficient and everyone would be better off if more loans had been made instead. But, the incentive effects vanish if the depositors are not convinced that the liquidity will always be present. The only situation when this is not true in the case of a full run.
Conversely, the NSFR is an attractive run deterrent when the regulator is well informed about the fundamental deposit outflows, so that initial liquidity requirement can be varied. In this case, the bank can be forced to hold just enough to survive a run, but never have to hold more than is needed. Importantly, during a run a bank subject to a NSFR can always use all of its liquid assets to serve depositors. So this kind of regulation does not require the bank to liquidate any more loans than is necessary, and hence in the best case it avoids the inefficiency associated with the LCR.

Once the regulator does not have good knowledge about the fundamental needs of the depositors, using the NSFR becomes less efficient. In this case, depositors cannot generally be confident that the bank will have a portfolio that guarantee solvency in all cases. The best the regulator can, therefore, accomplish is to protect against a worst case set of withdrawals. This can dis-incentivize the run, but doing so will mean that all but the worst case the bank over-invests in safe assets. The LCR potentially is less distorting in this case.

This intuition suggests that the relative advantages of the two approaches to regulation will hinge on two considerations. One is the variability of potential fundamental withdrawal requirements. When $t_s$ fluctuates considerably, then regulation that relies on a fixed value of $\alpha$ will only deter runs if the liquidity requirement is set high enough to cover the worst case outcome. When the worst case does not materialize, this will result in the banking holding surplus liquidity. Because the LCR regulation exploits the bank’s knowledge about impending withdrawals and relies on its incentives to plan for these withdrawals, variability of $t_s$ is not a problem for this kind of regulation.

The other consideration is the size of the runs that are possible. The Achilles’ heel of the LCR is that even after a run has taken place, the bank must continue to hold liquid assets. The NSFR avoids this (ex-post) inefficiency because all the liquid assets that the bank has can be used in the event of a run. So if runs are not complete, the inefficiency associated with the LCR will be at a disadvantage.

5. Mechanism Design

In principle, there is no reason to restrict regulations to only look like the NSFR and the LCR. So we now ask how should liquidity optimally be regulated. To find the most efficient set of choices which can be implemented, we present a mechanism design approach. This will achieve the best outcome by providing incentives for the bank to reveal to a regulator the information needed to implement run free banking most efficiently. Proposition 2 already describes the full information choices. So we now consider the cases where $t_s$ is known only to the bank.

---

5 The analysis here is a special case of the more general treatment in Diamond and Kashyap (2015).
A bank with private information about $t_s$ could have an incentive to misreport $t_s$. The condition for efficient investment without a run remains $\alpha_s = \frac{r_1 t_s}{R_1}$. A bank will choose this under its self-interest and this level is automatically incentive compatible. From Proposition 1 we also know that if this level of liquidity is also sufficient to deter a run, then runs will be avoided regardless of whether $\alpha$ is observable and without any regulation.

To make it incentive compatible to report honestly $t_s$, the bank must be provided an incentive for reporting high levels of withdrawals which offset any increased profits that could arise from underreporting and making more loans and hence having less unused liquidity which is held after normal withdrawals occur. There is a way to implement a choice of $\alpha^*_s$ (from Proposition 2) and which is similar to, but not exactly the same as a liquidity coverage ratio requirement.

Consider a direct mechanism where the banker truthfully announces $t_s$, the regulator suggests an $\alpha^*_s$ given the report, and we assure that the banker has the incentive to report honestly. This will be the most efficient way of implementing the run free outcome. This will lead to an amount of unused liquidity at date 1 and banker compensation which are functions of the report and the actual withdrawals $f_1$. If the bank is run-free, then $f_1 = t_s$.

Proposition 6: A social planner can implement $\alpha^*_s$.

Proof: The implementation can be achieved as follows. The bank discloses $t_s$ to the regulator and the regulator suggests $\alpha^*_s$. Given the realized $f_1$, the regulator gives the all of the residual equity to the banker if $f_1 = t_s$. The suggested $\alpha^*_s$ implies a level of unused liquidity at date 1 that remains after $f_1 = t_s$. For all other choices of $\alpha$ and other values of withdrawals $f_1 \neq t_s$, the banker gets zero. Because the bank gets a positive payoff from reporting honestly and zero for any other report, the bank reports honestly and chooses the $\alpha_s$ which was recommended. In addition, the bank is free to use its liquidity to service all withdrawals and to survive if a run (off the equilibrium path) were to occur (where $f_1 = t_s + \Delta$).

Figure 3 shows a comparison of the two inputs into $\alpha^*_s$ as a function of $t_s$. The parameters in this example are $\Delta = 3/10, R_1 = 11/10, R_2 = 4/3, \theta = 1/2, r_1 = 1, r_2 = 1$. The gap between $\alpha^{AIC}$ and $\alpha^*_{stable}$ represents the (date 0 value of) liquidity that is compelled by the planner. The date 1 values of this (the amount of the gap times $R_1$, the return on liquid assets) is $\hat{U}(f_1)$ the value of unused liquidity required to deter a run under full information.
In essence, the reported value of \( t_s \) allows the regulator to determine whether the realized withdrawal \( f_1 \) is or is not due to a run and release liquidity only in a run. We will provide an alternative implementation of this below, but first we consider a more restricted alternative where the regulator who cannot directly control banker compensation. Instead, we suppose that the regulator can only regulate liquidity (and hence only indirectly influence compensation via the effect of the required liquidity holding on the value of equity). The regulator can set a Liquidity Coverage Function (which need not be a ratio).

In this case, we assume the regulator can observe only the holding of liquidity and the amount of deposits (and there is no other communication between the regulator and the banker). The regulator can set a level of liquidity \( \hat{U}(f_1) \) which must be held after \( f_1 \) have withdrawn, but this level of required liquidity must depend only on \( f_1 \). As a result, the regulator cannot always determine if withdrawals come from a run. If we find a regulation which avoids runs, it will be true that \( f_1 = t_s \). More generally, the regulator can enforce a level of unusable liquidity at date 1 based on actual withdrawals (which would be \( f_1 = t_s \) if there is not a run and \( f_1 = t_s + \Delta \) if a run were to occur). Given a required liquidity function \( \hat{U}(f_1) \), the profit maximizing choice of initial liquidity by bank anticipating withdrawals of \( t_s \) will be \( \alpha = \frac{t_s r_f + U(t_s)}{R_1} \) (because this maximizes lending).

It is possible to infer some of the properties the excess liquidity function \( U(f_1) \). Consider first properties of \( \hat{U}(t_s) \), the amount of excess liquidity held at date 1 under full information. To
make the bank stable the bank with the highest possible number of withdrawals, \( t_s = \bar{T} \), using this regulation, some unusable liquidity \( U(\bar{T}) > 0 \) must be required (otherwise depositors are not definitely deterred from running). For all \( f_i > \bar{T} \) all liquidity can be released (\( U(f_i) = 0 \)), because \( f_i > \bar{T} \) can only occur because of a run. So releasing the liquidity does not distort incentives. A similar argument holds for somewhat lower realizations of \( f_i = t_s \) provided that a run would result in more total withdrawals than \( \bar{T} \).

However, for any bank expecting fundamental withdrawals less than \( t_s = \bar{T} - \Delta \), the observed withdrawals in a run cannot be distinguished from a situation where the bank just had high fundamental withdrawals. So releasing all of the liquidity in this case would create an incentive for a bank with \( t = \bar{T} \) to hold insufficient liquidity. This means \( U(f_i) \) must be positive in this case, sometimes even after a run is complete. This unused liquidity cannot be used to avoid losses in a run.

A planner will want to deter the run by having the bank to hold as little extra liquidity as possible. This minimum level given \( \bar{T} \) is exactly \( \hat{U}(t_s) \), the amount that the planner would have chosen for a bank facing maximum withdrawals \( U(\bar{T}) \) (since in that case all the liquidity was released and it was just enough to pay off all the people running.). This means that for a bank with \( t_s = \bar{T} - \Delta \), the extra buffer that is being required is \( U(f_i = \bar{T} - \Delta) - U(f_i = \bar{T}) \).

To fully characterize these observations, recall that the full information level of date 1 to date 2 unused liquidity for type \( t_s \) banks is given by: \( \hat{U}(t_s) = a_{s_{\text{stable}}} R_1 - t_r r_i \).

Proposition 7: Assume that all realizations of \( t \) between 0 and \( \bar{T} \) are possible and that for all \( t_s \) when there is full information, the optimal stable and incentive compatible liquidity requirement \( U(f_i) \) is a non-monotone function of \( f_i \) and is as follows:

\[
U(f_i) = \begin{cases} 
\hat{U}(f_i) + U(f_i + \Delta) + \phi(f_i) & \text{if } f_i < \bar{T} - \Delta \\
\hat{U}(f_i) & \text{if } f_i \in (\bar{T} - \Delta, \bar{T}) \\
0 & \text{if } f_i > \bar{T}
\end{cases}
\]

where \( \phi(f_i) \geq 0 \) is an increasing function of \( f_i \) which is zero if \( U(t_s + \Delta) = 0 \).

The sketch of the proof goes as follows. If the requirement forestalls runs (it uniquely implements the outcome with no run), then \( f_i = t_s \). As explained above, \( U(f_i > \bar{T}) = 0 \) is efficient and does not distort incentives. For types with \( t_s \in (\bar{T} - \Delta, \bar{T}) \), all of their liquidity is released if they have a run, and as a result, \( \hat{U}(f_i) \) implements stability because the bank chooses \( a_{s_{\text{stable}}} \).
This follows from the definition of \( \hat{\mathcal{U}}(t_s) = \alpha_s \text{stable} R_1 - t_s r_1 \), so when the bank chooses its privately optimal level of liquidity, it selects \( \alpha_s = \frac{t_s r_1 + \hat{\mathcal{U}}(t_s)}{R_1} \). We know that \( \hat{\mathcal{U}}(f_1 = t_s) \) is increasing in \( t_s \) and thus \( U(f_1) \) is increasing in the range \( f_1 \in (T-\Delta, T) \), until it declines to zero for greater values of \( f_1 \).

For types \( t_s < T-\Delta \), their liquidity buffer to avoid fire sales is \( U(f_1 = t_s) - U(f_1 = t_s + \Delta) \) and this must weakly exceed \( \hat{\mathcal{U}}(f_1 = t_s) \) to be sufficient to maintain solvency if an added fraction \( \Delta \) withdraw (and it will need to strictly exceed it because the required investment distortion to hold excess liquidity after a run (if \( f_1 = t_s + \Delta \) at date 1 impairs solvency directly). We know from the definition of \( \hat{\mathcal{U}}(t_s) = \alpha_s \text{stable} R_1 - t_s r_1 \) that \( \hat{\mathcal{U}}(t_s) \) is strictly increasing in \( t_s \) which implies that \( U(f_1) \) is increasing over the domain \( f_1 < T-\Delta \).

A regulation based only on required liquidity based on realized deposits requires more liquidity be held (when \( f_1 < T-\Delta \)) relative to the best mechanism design. Notice that a linear liquidity coverage ratio of the sort described in the previous section is not always a close approximation of the policy implemented with a liquidity coverage function based only on required liquidity based on realized deposits. The LCR is strictly decreasing in \( f_1 \), and linear in \( 1-f_1 \) and so requires a higher level of liquidity both in situations where a run is clearly in progress (\( f_1 > T \)) and in almost all cases for lower values of withdrawals.

We close by asking whether we can do better than the liquidity coverage functions given by \( U(f_1) \)? Suppose that the regulator can base the bankers’ compensation on violating the liquidity requirement, but can allow the bank to borrow against its required liquidity (violating the requirement but avoiding fire sales of illiquid assets) at a price which preserves solvency (i.e., not at a penalty rate, but the rate \( R_1 \)). This releases the unused liquidity, but preserves incentives if the banker’s compensation penalty for borrowing is large enough. Suppose that the regulator can drive banker compensation to zero if the bank borrows to violate the liquidity requirement (as was the case in the original US Federal Reserve Act, which prohibited dividends). Then, for a given \( t_s \), the full information level of required excess liquidity, \( \hat{\mathcal{U}}(f_1) \) with full release of liquidity during an off the equilibrium path run can be implemented. This allows the bank to survive and have incentives to choose the full information amount of liquidity \( \alpha^*_s = \max \{ \alpha^\text{AIC}, \alpha^\text{stable} \} \) which will leave it \( \hat{\mathcal{U}}(f_1) \). Any lower amount will leave the bank with

---

6 We could charge a penalty rate at the margin for a small amount borrowed, but cannot charge a rate above \( R_1 \) on average for a loan of \( \Delta r_1 \) and preserve solvency of the bank should a run occur.
excess liquidity and any larger amount will leave it borrowing against its liquidity and getting a zero payoff (replicating the payoffs in the mechanism design problem).

5. Conclusion (Incomplete)

Our analysis provides some novel insights that can inform subsequent discussions of how to design liquidity regulation. Our starting point is the recognition that for a forward looking intermediary, access to future deposit or other funding influences the desired ex-ante, profit-maximizing choice of how much liquidity to hold. Absent any regulation, the bank will voluntarily opt to hold more liquidity when higher exogenous deposit reductions are anticipated. Hence it is helpful to understand whether, and when, this incentive alone will lead to banking stability when it is not directly a goal of the bank.

In the kind of model we have explored stability is not guaranteed because depositors may have doubts about whether the bank is sufficiently safe to withstand a panic. The lack of confidence that creates this problem can arise for various reasons. Banks are opaque and even for sophisticated counterparties assessing their balance sheet can be challenging. Information about the balance sheet is rarely available contemporaneously, so some forecasting (about the bank’s condition and the decisions of other depositors) is inevitable. This will cause problems when the bank’s incentives are not aligned with enhancing stability.

The imperfect information also creates a problem for the bank. Cutting back on lending and holding additional liquidity is not fully rewarded by the uninformed investors, so the bank’s private incentive to become super-safe is limited. Regulation that mandates additional liquidity can potentially circumvent this problem.

Analogs to both of the two regulations contemplated as part of the Basel process, the net stable funding ratio and liquidity coverage ratio, are among the various types of regulations that we explore. These can arise as approximations of a general type of regulation that is optimally designed to resolve the information friction. All of the ones we consider are designed to eliminate runs.

The generic form of the optimal regulation specifies that the bank must hold a level of liquid assets that is tied to anticipated withdrawals, but which often will exceed the level that it would choose on its own. If the regulator is well informed about these withdrawals (and the risk of a run), then there are many equivalent ways to guarantee that adequate liquidity choices by the bank are made. In particular, stability can be achieved either by having the bank hold the correct amount of liquid assets up-front as with a NSFR, or by imposing restrictions that require liquidity be available even after withdrawals are underway (as with a LCR). Using combinations of these kinds of policies will work too.

To achieve the efficient outcome which could prevail with full information available to all, the regulator must be able to induce the bank to disclose everything it knows about the deposit risk
that it faces (or have access to that information from some other way). With the ability to impose taxes on bank compensation, the regulator could elicit this from the bank. A lender of last resort policy that penalizes liquidity regulation violations by limiting compensation, but allows the bank to borrow can also implement this arrangement.

We also considered a case where the regulator has fewer tools and can only make the regulation depend on observed withdrawals. In that case, the best regulation shares some properties of a LCR type requirement. Some banks end up being forced to hold excess liquidity and by carefully choosing the required level, the regulator can assuage depositors concerns so that runs do not occur.

One generic property of all of the optimally designed regulations is that they often involve requiring the bank to hold liquidity that go unused. So even in the best possible case, the last taxi cab is often required to remain at the station. Fundamentally, this occurs because the unused liquidity is needed to deter the run.

There are two separate forces that lead to this result. First, a prudent provision that that forecloses a run necessarily requires that the bank has enough liquidity to be able to service depositors if they did run. This might be possible through liquidating loans. But liquidations are highly inefficient so this typically this will not be sufficient and the bank needs to have some liquid assets which could be deployed if needed. By mandating the “dry powder”, the regulator preserves solvency in a run and thus removes the depositors’ incentive to run.

The second consideration is that a regulator cannot count on being able to distinguish a run from a situation where fundamental withdrawal needs are simply high. The goal in preventing runs is to do so without mandating more dry powder than is needed. Unfortunately, even when exceptionally high levels of withdrawals are anticipated, some dry powder is needed.
Appendix: Mixed Strategies by Depositors

Any uncertainty about aggregate withdrawals given \( t_s \) would need to come from randomness in withdrawals by depositors who would otherwise prefer to withdraw at date 1 and who observe the sunspot. Individual randomness would require a mixed strategy on their part, but one where a belief that all of \( \Delta \) of them run and make the bank insolvent is not self-fulfilling. If the bank would not fail in a run of fewer than \( \Delta \) depositors, then because the return from running (and earning less than \( \frac{r_2}{r_1} \) from money put under the mattress) is less than remaining in the bank, only \( t_s \) depositors will withdraw, and the bank must expect \( f_i = t_s \) as in the main text. Alternatively, if the bank were to fail in a positive probability run, some of the very risk averse depositors receive zero (which gives them a much lower ex-ante payoff than safe deposits). Hence, this would not be an equilibrium which anyone would want to implement.
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