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Abstract

We present a method that dynamically designs elicitation questions for estimating risk and time preference parameters. Typically these parameters are elicited by presenting decision makers with a series of static choices between alternatives, gambles or delayed payments. The proposed method dynamically (i.e., adaptively) designs such choices to optimize the information provided by each choice, while leveraging the distribution of the parameters across decision makers (heterogeneity) and capturing response error. We explore the convergence and the validity of our approach using simulations. The simulations suggest that the proposed method recovers true parameter values well under various circumstances. We then use an online experiment to compare our approach to a standard one used in the literature that requires comparable task completion time. We assess predictive accuracy in an out-of-sample task and completion time for both methods. For risk preferences, our results indicate that the proposed method predicts subjects’ willingness to pay for a set of out-of-sample gambles significantly more accurately, while taking respondents about the same time to complete. For time preferences, both methods predict out-of-sample preferences equally well while the proposed method takes significantly less completion time. For risk and for time preferences, average completion time for our approach is approximately three minutes. Finally, we briefly review three applications that used the proposed methodology with various populations, and discuss the potential benefits of the proposed methodology for research and practice.
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1. Introduction

Often, in trying to understand choices, we would like to know the decision-makers’ underlying preferences. The development of behavioral-based models of preferences, such as Prospect Theory (PT) (Kahneman and Tversky 1979; Tversky and Kahneman 1992) or time discounting models (Frederick et al. 2002 and references therein) has inspired an enormous amount of experimental and observational research in both laboratory and field settings (e.g., Barberis et al. 2001; Camerer et al. 2003; Harrison et al. 2002; Tanaka et al. 2010 and references therein). These papers typically elicit the parameters of a model (e.g., PT), by asking subjects to make decisions about alternatives (e.g., gambles), and then use these parameters to reach empirical conclusions about people’s behavior. For example, the recent work of Tanaka et al. (2010) examines how Vietnamese villagers’ risk and time preferences relate to assorted socio-economic variables and choices. The feasibility of such experimental or field studies and their empirical conclusions depends on both the quality of the parameter estimates and the time required to complete the elicitation tasks. As these studies become larger, use more diverse sets of participants and move into settings where there is less control (e.g., online studies or field studies in the developing world), improving the accuracy and time efficiency of the elicitation methods become paramount.

In this paper we present a novel parametric Dynamic Experiments for Estimating Preferences (DEEP) methodology. Our main focus is the elicitation of the parameters of Cumulative Prospect Theory (CPT) (Tversky and Kahneman 1992) and a Quasi-hyperbolic Time Discounting (QTD) model (Benhabib et al. 2010; Frederick et al. 2002; Laibson 1997; Phelps and Pollak 1968). However, our methodology is quite general and can be adapted to other functional forms. To demonstrate, we also apply our method to the estimation of a sign-dependent CPT model, the time discounting model proposed by Ebert and Prelec (2007), and a model recently proposed by Baucells and Heukamp (2011) that jointly captures risk and time preferences. Our work relies on concepts from the preference measurement literature coming predominantly from marketing (e.g., Allenby and Rossi 1999; Lenk et al. 1996; Green and Rao 1972; Rossi and Allenby 2003; Srinivasan and Shocker 1973), and bridges that literature and the preference assessment literature in decision theory.

Our main contribution is methodological. We elicit risk and time preferences by dynamically (i.e., adaptively) optimizing the sequence of questions presented to each subject while leveraging information about the distribution of the parameters across individuals (heterogeneity) and modeling response error explicitly. Once the data has been collected, we recommend combining our adaptive questionnaire design method with hierarchical Bayes, a well-proven method for estimating the parameters given the data (e.g., Jarnebrant et al. 2009; Nilsson et al. 2011). Our method is computationally efficient and easy for the
experimenter because it automatically precalculates a table of all possible question paths which can be used as a lookup table during the study, as done in our online experiment.\footnote{This table, as well as the code that was used to create it, to estimate the parameters, and to construct the online interface, are publicly available from the authors upon request.}

We study the convergence of our approach using a series of simulations. Our simulations cover five preference models (i.e., CPT, sign-dependent CPT, QTD, the Ebert-Prelec model, and the Baucells-Heukamp model). We then compare our methodology to a titration method routinely used in psychology and marketing (Weber et al. 2007; Zauberman 2003) and experimental economics, where it is often called a price-list method (Ashraf et al. 2006; Harrison et al. 2002; Meier and Sprenger 2009), using an online experiment. The specific titration method we use as a benchmark is adapted from Tanaka et al. (2010) because it is one of the few studies that assess models of both risk and time, and has comparable completion times. Following Tanaka et al. (2010), our online experiment focuses on estimating the parameters of the CPT and QTD models for more than 500 individuals. For risk preferences, our method performs significantly better on out-of-sample predictions and requires similar response time; for time preferences, our method performs similarly well on out-of-sample predictions and significantly better on response time. Each elicitation task requires, on average less than three minutes. The proposed methodology produces parameter values that are in the range reported in the literature. We also briefly review other studies that have used the proposed methodology with various populations. These studies further support our empirical findings of fast completion times and estimates being in the range of those reported in the literature, and illustrate how the proposed method may enable researchers to uncover relations between time and risk preferences and other covariates or behaviors.

The paper is organized as follows. After reviewing extant related methodologies and introducing the notation, we present our general framework in Section 2 and our specific questionnaire design method in Section 3. We explore the convergence of our approach using simulations in Section 4. We compare our approach to a benchmark adapted from Tanaka et al. (2010) using an online experiment in Section 5. We conclude in Section 6 where we also discuss some benefits of the proposed method and briefly review three other recent studies in which it has been used.

\section*{1.1 Related Methodologies}

A number of methodologies for measuring parameters of preference models such as CPT or QTD have been developed in decision analysis (e.g., Abdellaoui et al. 2008; Wakker and Deneffe 1996 among others). These methods differ in many respects, including the type of elicitation responses (e.g., payoff or probability), whether they use choices or indifference judgments, whether the questions are chained, whether parametric forms are assumed, and so on. However, few of the parametric methods explicitly
leverage the distribution of the parameters across individuals (heterogeneity) to inform and improve individual-level parameter estimates. Exceptions include the recent work of Bruhin et al. (2010) who apply latent-class analysis to the estimation of probability distortion, and Jarnebrant et al. (2009) and Nilsson et al. (2011) who estimate prospect theory parameters using hierarchical Bayes methods. By contrast, our approach captures and leverages heterogeneity in parameter values both when designing questionnaires and when estimating the parameters. Moreover, traditional methods often use adaptive questions, called staircase methods in psychophysics, and typically employ a bisection search process in order to zero in on a point or small interval where preference switches. The questions in our designs are adaptively developed with the only restriction from previous questions being that each new question adds the most information in a certain statistical sense, given the respondent’s responses to the previous questions.

One recent approach that is comparable to ours is that of Wang et al. (2010). These authors use a similar principle of selecting questions adaptively in order to maximize information, where information is measured using KL divergence. One key difference between that and our approach is that the questionnaire design approach proposed by Wang et al. (2010) requires discretizing the distribution of the parameters. For example, in one of their studies, the authors design questions assuming that each parameter may take 10 possible values. In contrast, our questionnaire design approach is designed to deal with continuous parameter spaces. This allows dealing with continuous distributions on the parameters and infinite sets of possible parameter values, and to consider models with more parameters (in Wang et al.’s approach, the number of possible sets of values grows exponentially in the number of parameters). Wang et al. (2010) apply their approach to the simultaneous estimation of risk aversion and loss aversion (two parameters). In contrast, we apply our approach to the estimation of five different risk and time preference models, where the number of parameters estimated per decision maker goes up to five (and could be more for other models). Another recent paper related to ours is Cavagnaro et al. (2011) who develop an adaptive approach for model discrimination (e.g., determining whether a subject’s choices are more compatible with one model or another). In contrast, our approach estimates preference parameters given an assumed model of preferences. The model selection problem is discrete in nature (there is a discrete set of candidate models), while ours is continuous (given a model, the set of possible parameter values is continuous), giving rise to different approaches.

The dynamic questionnaire design approach used in this paper is inspired by adaptive design methods recently developed in the preference measurement literature (Abernethy et al. 2008; Sawtooth Software

---

2 Latent-class analysis has a long history in marketing (see Kamakura and Russell 1989 for one of the earlier applications). Comparisons of latent-class with hierarchical Bayes approaches as we use here, have suggested that both fit the data equally well overall (see for example Andrews, Ainslie and Currim 2002 and Andrews, Ansari and Currim 2002).
These methods, which optimize experimental designs dynamically, have been used widely and successfully for preference measurement in marketing both by researchers and practitioners. However they assume that utility is linear in the preference parameters, and are therefore not directly applicable to the measurement of risk and time preferences, which typically relies on highly non-linear functional forms. The adaptive preference measurement framework we develop here is based on a Bayesian framework and accommodates any functional form, including highly non-linear ones, as long as they are twice differentiable in the preference parameters. Therefore in addition to the five different risk and time preference models considered here, the framework can be applied to other preference models as well.

1.2 Background and Notation

For simplicity we discuss the methodology in Sections 2 and 3 using a general notation that applies to any parametrically specified model of risk and/or time preferences. This creates a compact notation with some overlap for the various models that we clarify as needed.

1.2.1 Risk Preferences and Cumulative Prospect Theory

PT (Kahneman and Tversky 1979) and its extension CPT (Tversky and Kahneman 1992) are widely used descriptive models of choice under risk. CPT has three main features: a value function defined on gains and losses, which accounts for the fact that people are sensitive to changes in wealth rather than total wealth; loss aversion, which reflects that people are more sensitive to losses than to gains of the same magnitude; and probability weighting, which captures the fact that people tend to weigh probabilities in a non-linear fashion, particularly near certainty. We apply our approach to a version of CPT where the probability weighting and the curvature of the value function are identical for gains and losses (as in other work, e.g., Tanaka et al. 2010) and to a version where they both differ (Tversky and Kahneman 1992).

The gambles we use are defined by \( \{x,p;y\} \) such that the outcome of the gamble is \( x \) with probability \( p \), and \( y \) with probability \( 1 - p \). We assume that the CPT probability weighting function is as proposed by Prelec (1998). Therefore, a decision maker’s preferences for gambles are defined by three parameters \( \{\alpha, \sigma, \lambda\} \) in the simpler version of the model, and \( \{\alpha^+, \alpha^-, \sigma^+, \sigma^-, \lambda\} \) for the sign-dependent version of the model. These parameters capture respectively the distortion of probabilities, the curvature of the value function, and loss aversion. Formally, in CPT the value of a gamble to an individual is given by (without loss of generality, we assume \( |x| > |y| \) when \( x \) and \( y \) have the same sign; otherwise \( x \) and \( y \) may be swapped):
CPT:

\[ U(x, p, y, \alpha, \sigma, \lambda) = \begin{cases} 
  v(y, \sigma) + \pi(p, \alpha)(v(x, \sigma) - v(y, \sigma)) & \text{if } x > y > 0 \text{ or } x < y < 0 \\
  \pi(p, \alpha)v(x, \sigma) + \pi(1 - p, \alpha)v(y, \sigma) & \text{if } x < 0 < y 
\end{cases} \]

where \[ v(x, \sigma) = \begin{cases} 
  x^{\sigma} & \text{for } x > 0 \\
  -\lambda(-x)^{\sigma} & \text{for } x < 0 
\end{cases} \]

and \[ \pi(p, \alpha) = \exp \left[ -(-\ln p)^{\alpha} \right] \]

The sign-dependent version of the model is as follows:

Sign-dependent CPT:

\[ U(x, p, y, \alpha^+, \alpha^-, \sigma^+, \sigma^-, \lambda) = \begin{cases} 
  v(y, \sigma^+, \sigma^-) + \pi(p, \alpha^+)(v(x, \sigma^+, \sigma^-) - v(y, \sigma^+, \sigma^-)) & \text{if } x > y > 0 \\
  v(y, \sigma^+, \sigma^-) + \pi(p, \alpha^-)(v(x, \sigma^+, \sigma^-) - v(y, \sigma^+, \sigma^-)) & \text{if } x < y < 0 \\
  \pi(p, \alpha^-)v(x, \sigma^+, \sigma^-) + \pi(1 - p, \alpha^+)v(y, \sigma^+, \sigma^-) & \text{if } x < 0 < y 
\end{cases} \]

where \[ v(x, \sigma^+, \sigma^-) = \begin{cases} 
  x^{\sigma^+} & \text{for } x > 0 \\
  -\lambda(-x)^{\sigma^-} & \text{for } x < 0 
\end{cases} \]

and \[ \pi(p, \alpha) = \exp \left[ -(-\ln p)^{\alpha} \right] \]

We elicit the CPT parameters by asking decision makers to make a series of choices between pairs of gambles. We index decision makers by \( i (i=1, \ldots I) \) and denote by \( w_i \) the vector of parameters for decision maker \( i: w_i = \{ \alpha_i; \sigma_i; \lambda_i \} \) for CPT, and \( w_i = \{ \alpha_i^+; \alpha_i^-; \sigma_i^+; \sigma_i^-; \lambda_i \} \) for sign-dependent CPT. We index questions by \( j (j = 1, \ldots, J) \), such that question \( j \) for respondent \( i \) consists in choosing between gamble \( X_{ij}^A = \{ x_{ij}^A, p_{ij}^A, y_{ij}^A \} \) and gamble \( X_{ij}^B = \{ x_{ij}^B, p_{ij}^B, y_{ij}^B \} \).

1.2.2 Time Preferences

In experimental studies of time preferences, subjects are typically faced with choices between a smaller-sooner reward and a larger-later reward. The choice alternatives take the form \( \{ x, t \} \), meaning a reward \( x \) to be received \( t \) periods (e.g., days) from now. The models we consider to represent preferences for payoffs occurring in time are discounted utility models \( U(x, t) = v(x)d(t) \) where \( v \) is the utility of receiving reward \( x \) and \( d \) is the discount function – as noted above other models can be used. By and large, the literature on delayed reward preferences is concerned with the shape and nature of the discount function \( d \). Classic forms are exponential discounting (the standard model in Economics, with constant discount rate) and hyperbolic discounting, which implies a discount rate decreasing with time. While our approach may be extended to other functional forms, here we consider two time preference models: a "quasi-
hyperbolic” discount function (Angeletos et al. 2001; Benhabib et al. 2010; Frederick et al. 2002; Laibson 1997; Phelps and Pollak 1968) and the model proposed by Ebert and Prelec (2007). In both cases, we assume a linear value function of payoff. Specifically, the QTD model we estimate is of the following form (Benhabib et al. 2010; Laibson 1997; Phelps and Pollak 1968):

\[
QTD: \quad U(x, t, \beta, r) = xd(t, \beta, r)
\]

\[
\text{where} \quad d(t, \beta, r) = \begin{cases} 
1 & \text{for } t = 0 \\
\beta \exp(-rt) & \text{for } t > 0
\end{cases}
\]

For \( \beta < 1 \), the discount function presents a discontinuous drop at \( t = 0 \), which reflects the empirical observation that the present \( t = 0 \) is overweighed relative to any future \( t > 0 \). This is also called “present bias” (O’Donoghue and Rabin 1999).

The Ebert-Prelec model is specified as follows:

\[
Ebert-Prelec: \quad U(x, t, b, r) = xd(t, b, r)
\]

\[
\text{where} \quad d(t, b, r) = \exp\left(-\left(rt\right)^b\right)
\]

When \( b=1 \), the Ebert-Prelec model is similar to the exponential discounting model. One interesting feature of this model is its resemblance with the Prelec probability weighing function. Baucells and Heukamp (2011) propose a model that links probability weighing and time discounting, as reviewed next.

We elicit the parameters of the QTD model \( w_i = \{\beta_i; r_i\} \) or of the Ebert-Prelec model \( w_i = \{b_i; r_i\} \) of decision maker \( i \) through a series of choices between pairs of delayed payments – where the delay of an immediate payment is zero. Question \( j \) for respondent \( i \) consists of choosing between \( X_{ij}^A = \{x_{ij}^A, t_{ij}^A\} \) and \( X_{ij}^B = \{x_{ij}^B, t_{ij}^B\} \).

1.2.3. Joint Estimation of Risk and Time Preferences

Finally, we show how our approach may be applied to a model that jointly captures risk and time preferences. We illustrate this with the “Power” model proposed by Baucells and Heukamp (2011). Here

---

3This linearity assumption is not necessary. We consider next a model that jointly captures time and risk preferences. In our experiment, in order to make the comparison with the method of Tanaka et al. (2010) cleaner, we estimated CPT and QTD preferences separately and assumed a linear value function when estimating time preferences.
the choice alternatives take the form \( \{x, p, t\} \), meaning a reward \( x \) to be received \( t \) periods (e.g., days) from now with probability \( p \), and no reward received with probability \( 1-p \). The model we consider here represents preferences for such gambles as \( U(x, p, t) = v(x)d(p, t) \). Precisely, the model is specified as follows:

Baucells-Heukamp:

\[
U(x, p, t, b, r, \sigma) = x^\sigma d(p, t, b, r)
\]

where \( d(p, t, b, r) = \exp\left(-(-\ln p + rt)^b\right) \)

This model nests the Ebert-Prelec model for sure gambles (\( p=1 \)) if \( \sigma=1 \) and nests the Prelec probability weighing function when \( t=0 \). Baucells and Heukamp (2011) interpret the parameter \( b \) as capturing sensitivity to psychological distance, where psychological distance is larger for outcomes that are less likely and/or more distant in time (Trope, Liberman and Wakslak 2007). They interpret the parameter \( r \) as a probability discount rate, which measures the trade-off between probability and time delay. We elicit the parameters of the Baucells-Heukamp model \( w_i = \{b_i; r_i; \sigma_i\} \) of decision maker \( i \) through a series of choices between pairs of delayed gambles. Question \( j \) for respondent \( i \) consists of choosing between \( X_i^A = \{x_{ij}^A, p_{ij}^A, t_{ij}^A\} \) and \( X_i^B = \{x_{ij}^B, p_{ij}^B, t_{ij}^B\} \).

2. Framework

Our adaptive questionnaire design method is based on a Bayesian framework. The two main building blocks of this framework are the treatment of response errors, and the specification of a prior distribution of the parameters. We introduce each of these two features in sequence. Note that although we assume pairwise choice data here, the methodology can be applied for other types of questions (e.g., choices between more than two alternatives, certainty equivalents, willingness-to-pay, etc). Note also that our Bayesian framework nests a frequentist framework. In particular, if a uniform prior distribution is assumed in our Bayesian framework, the posterior distribution of the parameters becomes the likelihood function that would be used in a frequentist framework. Using a non-uniform prior not only enables us to leverage the distribution of the parameters across decision makers, it also increases the robustness of the questionnaires to response error. Indeed, the use of a prior reduces overfitting by shrinking the estimates toward the mean of the prior, which is particularly relevant in the presence of response error and/or when the number of questions asked is small (Evgeniou et al. 2007).

---

4 Baucells and Heukamp allow for the parameter \( r \) to depend on \( x \), as a way to capture magnitude effects in time preferences. For simplicity, we set \( r \) constant.
2.1 Response Error

We assume that faced with a choice between two options (gambles or delayed payments) a decision maker will not systematically choose the one with the higher value. Such deviations may be interpreted as being the result of unobservable perturbations to the decision maker’s preferences, or simply response error. The existence of noise in the decision makers’ choices has long been recognized in the literature (e.g., Luce 1958; Laskey and Fischer 1987). There are many ways to model response error (e.g., Hey and Orme 1994). We make a particular choice here but other models could be used. We introduce response error by modeling the probability that decision maker $i$ chooses option $A$ over option $B$ in question $j$ using a logistic specification common in choice modeling, and used previously in the estimation of risk and time preference parameters (see for example Tanaka et al. 2010; Tom et al. 2007):

$$P_{ij} = \frac{\exp(\delta U(x_{ij}^A w_i))}{\exp(\delta U(x_{ij}^A w_i)) + \exp(\delta U(x_{ij}^B w_i))}$$

The parameter $\delta$ captures the amount of response error (equivalent to a logit scale parameter). Higher values of $\delta$ imply less response error (the choice probabilities converge to 0 or 1). For ease of exposition, after each question we re-label the chosen option as option 1 and the other as option 2.

2.2 Prior Distributions

We formulate a Bayesian prior distribution on $w_i$. Such a prior allows capturing any prior information about these parameters, and allows estimating the parameters of each individual separately while leveraging the distribution of parameters across individuals. While any prior distribution may be used, the most common in the preference measurement literature is the normal distribution (often truncated): $w_i \sim \mathcal{N}(w_0, D)$, where we truncate the normal distribution to ensure that the parameters remain in an acceptable range (for CPT and sign-dependent CPT we impose $\alpha_i \in [0.05, 2]$, $\sigma_i \in [0.05, 2]$, $\lambda_i \in [0,10]$; for QTD we impose $\beta_i \in [0,2]$ and $r_i \in [0,0.05]$; for the Ebert-Prelec model we impose $b_i \in [0.05, 2]$ and $r_i \in [0,0.05]$; for the Baucells-Heukamp model we impose $b_i \in [0.05, 2]$, $r_i \in [0,0.05]$, $\sigma_i \in [0.05, 2]$).

Intuitively, the prior distribution effectively shrinks $w_i$ towards a common vector $w_0$ (the “average” from which everyone deviates). The amount of shrinkage is governed by the covariance matrix of the prior distribution, $D$. Using Bayes theorem, the prior distribution on $w_i$ is combined with the likelihood in Equation (1) to obtain a posterior distribution on $w_i$.

---

5 Time is measured in days in our implementation.
6 The matrix $D$ is a $n_{par} \times n_{par}$ matrix and the vector $w_0$ is a $n_{par}$-dimensional vector, where $n_{par}$ is the number of parameters in the model. For QTD and Ebert-Prelec, $n_{par}=2$; for CPT and Baucells-Heukamp, $n_{par}=3$; for sign-dependent CPT, $n_{par}=5$. 
In this paper we consider two types of priors. The simplest type is one that is fixed before collecting the data. We use this type of prior in our adaptive questionnaire design, for computational reasons. Another option is to formulate prior distributions on the priors themselves. This approach, called hierarchical Bayes, allows the priors to be influenced by the data. We recommend using hierarchical Bayes to estimate the parameters once the data has been collected, as we do in our online study. In our simulations where we estimate parameters for one subject at a time, we use fixed priors for questionnaire design as well as estimation.

### 2.2.1. Fixed priors (used for questionnaire design)

When fixed prior values are used for $w_0$, $D$ and $\delta$, denoted as $\hat{w}_0$, $\hat{D}$ and $\hat{\delta}$, the posterior distribution of the parameters for decision maker $i$ is simply given by Bayes’ rule as follows:

$$P(w_i|data, \hat{w}_0, \hat{D}, \hat{\delta}) \propto P(data|w_i, \delta)P(w_i|\hat{w}_0, \hat{D})$$

where in our case $P(data|w_i, \delta)$ is given by Equation (1) and $P(w_i|\hat{w}_0, \hat{D}) = TN(\hat{w}_0, \hat{D})$. If respondent $i$ has answered $q$ questions, this gives rise to (recall that we re-label the chosen option in each question as option 1):

$$P(w_i|data, \hat{w}_0, \hat{D}, \hat{\delta}) \propto \prod_{j=1}^{q} \frac{\exp\left(\delta U(X^1_{ij}, w_i)\right)}{\exp\left(\delta U(X^1_{ij}, \hat{w}_0)\right) + \exp\left(\delta U(X^2_{ij}, w_i)\right)} \exp\left(-\frac{1}{2}(w_i - \hat{w}_0)^T \hat{D}^{-1} (w_i - \hat{w}_0)\right)$$

The values of $\hat{w}_0$, $\hat{D}$ and $\hat{\delta}$ could be obtained from a pre-test with a relatively small number of respondents (Toubia et al. 2007b), from prior beliefs (Huber and Zwerina 1996; Sándor and Wedel 2001) or from previous studies (e.g., Wu and Gonzalez 1996 for CPT parameters). One option is also to select an uninformative prior, by setting $\hat{D}$ to a very “large” matrix. In this paper we used values based on the literature for $\hat{w}_0$ in CPT and QTD: $\hat{w}_0 = [0.6;0.8;2.2]$ and $[0.8;0.008]$ for CPT and QTD respectively. In our simulations we set $\hat{w}_0$ for the other models based on the CPT and QTD values.\footnote{We set $\hat{w}_0$ to $[0.7;0.5;0.7;0.9;2.2]$, $[0.6;0.008]$, and $[0.6;0.008;0.8]$ for sign-dependent CPT, Ebert-Prelec and Baucells-Heukamp, respectively. For sign-dependent CPT, we introduce arbitrary differences between $\alpha^+$ and $\alpha^-$, and between $\sigma^+$ and $\sigma^-$. We base the priors for the Ebert-Prelec and Baucells-Heukamp models on the priors for the CPT and QTD models. In particular, parallels may be made between the probability weighing function parameter $\alpha$ in CPT (respectively, the discount rate $r$ in QTD) and the parameter $b$ (respectively, parameter $r$) in the Ebert-Prelec and Baucells-Heukamp models.} When designing questions in our online experiment, we assumed uninformative priors by using large diagonal matrices for $\hat{D}$ (we used $\hat{D} = 100 \hat{I}$ where $I$ is the identity matrix), in order to ensure that the comparisons with the
benchmark were not driven by the fact that our method allows for informative priors and the benchmark does not. This also makes the results of our comparisons more conservative. In our simulations (which were run after our online study) we set \( \hat{D} \) to a diagonal matrix based on our online study, leveraging the similarities across models.\(^8\) Finally in our online experiment we use \( \hat{\delta} = 1 \) for CPT and \( \hat{\delta} = 0.05 \) for QTD.

It is important to note that the fact that the prior distribution on \( w_i \) is normal does not imply that the final estimates will follow a normal distribution. Since the prior is combined with the likelihood, the shape of the posterior distribution does not necessarily coincide with the shape of the prior distribution. Note also that changing the prior to a uniform distribution would make the posterior distribution in Equation (2) equivalent to a frequentist likelihood function without any shrinkage towards a prior. Finally, other priors, such as a lognormal one, can also be used.

2.2.2. Hierarchical priors and hierarchical Bayes estimation (recommended for estimation)

Hierarchical Bayes allows capturing uncertainty on \( w_0 \) and \( D \) by treating them as random variables themselves. A prior distribution is specified on \( w_0 \) and \( D \) by the researcher, and a posterior distribution is obtained for these parameters by combining this prior with the data (using Bayes theorem). In other words, a prior distribution on the parameters of the prior distribution themselves is formulated, hence the hierarchical nature of the model. The prior on \( w_i \) is referred to as the first-stage prior, and the priors on \( w_0 \) and \( D \) as the second-stage priors. The second-stage priors are usually selected to be as uninformative as possible, in order to let the value of \( w_0 \) and \( D \) be determined primarily by the data (see below).

Hierarchical Bayes is particularly useful with panel data in which the number of units in the panel (e.g., number of respondents) is relatively large, and the data from each unit (e.g., choices between gambles, delayed payments or delayed gambles) tend to be few and/or noisy. Given a recent trend toward larger sample sizes in Decision Analysis (e.g., Jarnebrant, Toubia and Johnson 2009; Liu and Huang 2011; Meier and Sprenger 2009, 2010; Tanaka, Camerer and Nguyen 2010), we believe that hierarchical Bayes has become increasingly relevant to the estimation of risk and time preferences. Therefore, while we use fixed priors when designing questionnaires, we recommend estimating the parameters using hierarchical Bayes once the data has been collected. Interested readers are referred to Jarnebrant et al. (2009) and Nilsson et al. (2011) for previous applications of hierarchical Bayes to the estimation of risk preferences. This estimation method may be used with other questionnaire design methods as well. We assume that we have responses to \( J \) choice questions from \( I \) respondents as noted above. Instead of

\(^8\) We use \( \hat{D} = \text{diag}([0.05;0.05;1]), \text{diag}([0.05;0.05;0.05;0.05;1]), \text{diag}([0.1;0.0001]), \text{diag}([0.05;0.0001]), \text{and} \text{diag}([0.05;0.0001;0.05]) \) for CPT, sign-dependent CPT, QTD, Ebert-Prelec, and Baucells-Heukamp, respectively (\( \text{diag}(x) \) is a diagonal matrix based on vector \( x \)). These values were loosely based on the diagonal elements of the covariance matrices estimated in our online study for CPT and QTD.
estimating the parameters corresponding to each decision maker independently as in traditional decision
analysis methods, hierarchical Bayes estimates the parameters for all individuals simultaneously. Such
simultaneous estimation has shown to lead to considerable improvements in estimation accuracy in other
preference measurement setups (Allenby and Rossi 1999; Rossi and Allenby 2003; Rossi et al. 2005).

The likelihood function (capturing the link between value and response probabilities), the first-stage
prior (capturing similarities across decision makers), and the second-stage prior (prior distribution on the
parameters of the first-stage prior) are as follows:

Likelihood: \[ \prod_{i,j} \frac{\exp(\delta u(x^i_{ij}w_j))}{\exp(\delta u(x^i_{ij}w_j)) + \exp(\delta u(x^{i*}_{ij}w_j))} \]

First-stage prior: \[ w_i \sim \text{TN}(w_0, D) \]
\[ \delta: \text{diffuse (improper) on } \mathbb{R}^+ \]

Second-stage prior: \[ w_0: \text{diffuse (improper) on } \mathbb{R}^{+n_{par}} \]
\[ D \sim \text{Inverse Wishart}(\eta_0, \eta_0 D_0) \]

where \( n_{par} \) is the number of parameters in the model (\( n_{par} = 2 \) for QTD and Ebert-Prelec, \( n_{par} = 3 \) for CPT
and Baucells-Heukamp, \( n_{par} = 5 \) for sign-dependent CPT). With the exception of the specification of the
likelihood function which is specific to risk and time preferences, the specifications of all our
distributions are standard in the hierarchical Bayes literature (see for example Rossi and Allenby 2003 or
Rossi et al. 2005). We select an inverse Wishart distribution on \( D \) because it is conjugate with the
likelihood function implied by \( w_i \sim \text{TN}(w_0, D) \), i.e., the posterior distribution on \( D \) is inverse Wishart as
well. We use diffuse improper priors on \( \delta \) and \( w_0 \) (i.e., the priors on these parameters are completely
“flat” and do not favor any specific value – see Appendix A for details).

Hierarchical Bayes estimation consists of sampling from the posterior distribution of the parameters.
The posterior distribution is simply given by Bayes’ rule:
\[ P(\{ w_i \}, w_0, D, \delta | data) \propto P(\text{data} | \{ w_i \}, \delta) \cdot P(\{ w_i \} | w_0, D) \cdot P(w_0) \cdot P(D) \cdot P(\delta) \]

where \( P(\text{data} | \{ w_i \}, \delta) \) is given by the likelihood function, \( P(\{ w_i \} | w_0, D) \) is given by the first-stage prior,
and \( P(w_0), P(D), P(\delta) \) are the priors on \( w_0, D, \) and \( \delta \) respectively. Drawing from this posterior
distribution is achieved by using a Markov Chain Monte Carlo (MCMC) algorithm. Details are provided
in Appendix A. MCMC provides a set of values drawn from the posterior distribution, which may be used
to produce point estimates of the parameters, or to make other types of inference. Point estimates, on
which our analyses below are based, are typically obtained by averaging the draws from the MCMC,
which approximates the mean of the posterior distribution.

As a more general setup, it is also possible that the similarities across decision makers be driven by
similarities in covariates that influence the preference model parameters. For example, Tanaka et al.
(2010) explore the relation between the CPT parameters and various demographic variables for Vietnamese villagers. In situations in which a given set of covariates are thought to influence \( w_i \), the prior distribution on \( w_i \) may be replaced with (see for example Allenby and Ginter 1995 or Lenk et al. 1996) \( w_i \sim TN(\Theta z_i D) \), where \( z_i \) is a set of covariates for respondent \( i \), and \( \Theta \) is a matrix capturing the relationships between these covariates and the mean of the first-stage prior. This matrix may be fixed (if fixed priors are used) or estimated (if hierarchical priors are used). Details are provided in Appendix A. For ease of exposition we focus here on the case in which covariates are not used.

### 3. Dynamic Questionnaire Design

Our approach is based on principles from the experimental design literature (Ford et al. 1989; Kuhfeld et al. 1994; McFadden 1974; Steinberg and Hunter 1984, and references therein). These principles have been used to develop dynamic methodologies for preference elicitation before, for example for conjoint analysis in Marketing (Abernethy et al. 2008; Sawtooth Software 1996; Toubia et al. 2003, 2004, 2007a, b). We also rely on the Bayesian Experimental Design literature (see for example Chaloner and Verdinelli 1995). Before describing the method in details, we present and explain the main criterion that constitutes the foundations of the method.

#### 3.1. Questionnaire Design Criterion

Let us consider a decision maker who has responded to \( q \) binary choice questions. Our challenge is to construct the \((q+1)\)th question for that decision maker, which will consist of two items \( X^A_{i(q+1)} \) and \( X^B_{i(q+1)} \). Items \( A \) and \( B \) will be labeled 1 and 2 after the decision maker’s choice, i.e., the preferred alternative will be relabeled as 1. The central idea of our method, used in the rich literature on experimental design, is to design questionnaires such that the asymptotic covariance matrix of the maximum likelihood estimate (MLE) of the relevant parameters is as “small” as possible, according to some defined measure. Intuitively, this ensures that the parameters are elicited with as little uncertainty as possible. For example, in the unidimensional case, the covariance matrix is simply the variance of that estimate, which governs the confidence interval around the estimate. In the multidimensional case, the covariance matrix governs the size and the shape of the confidence ellipsoid around the parameter estimates (Greene 2000).

It has been shown (see for example McFadden 1974 and Newey and McFadden 1994) that under general conditions, the asymptotic covariance matrix of the MLE is equal to the inverse of the Hessian (i.e., second derivative matrix) of the log-likelihood function (taken at the maximum likelihood estimate). Therefore, reducing the asymptotic covariance matrix of the MLE is achieved by maximizing some norm of the Hessian of the likelihood function. Intuitively, doing so decreases our uncertainty on the decision
maker’s parameters. Different norms can and have been used, such as the absolute value of the
determinant (the norm we use in this paper), the absolute value of the largest eigenvalue, the trace norm,
etc.

Given our Bayesian framework, a design criterion using the same insight is that each new question
should maximize the norm of the Hessian of the posterior distribution at its mode. The mode of the
posterior distribution, also called the “maximum a posteriori estimate” (De Groot 1970), becomes the
standard Maximum Likelihood Estimate in the case of a uniform prior (or if $D \to \infty$).

### 3.2. Technical Details of the Method

Implementing the design criterion outlined above requires performing the following computations
between the $q^{th}$ and $(q+1)^{th}$ question for each decision maker and for each value of $q$: (i) identify the mode
of the posterior distribution (the posterior distribution changes after each new question), (ii) identify the
question that maximizes the expected value after the $(q+1)^{th}$ question of a norm of the Hessian of the
posterior at its mode. These computations are efficiently performed as follows:

(i) **Identify the mode of the posterior distribution**: Given the assumed prior distribution, the posterior
likelihood on decision maker $i$’s parameters after $q$ questions is given by Equation (2).
The mode of this posterior may be computed very quickly by maximizing the log of this expression using
Newton’s method. Let $\hat{w}_{iq}$ be the mode of the posterior based on $q$ questions.

(ii) **Identify the question that maximizes a norm of the Hessian**: We refer to the set of possible questions
as “candidate” questions. These questions consist of all possible pairs of alternatives (gambles, delayed
payments or delayed gambles) from a candidate set. This set of inputs depends on the domain and range
of payoffs over which preferences are to be elicited. This consideration is a premise to any preference
assessment method. For CPT and sign-dependent CPT, we use fractional factorial sets of gambles as
candidates, with a range of outcomes similar to the one used by Tanaka et al. (2010) (with a thousand
Vietnamese dong replaced with one US dollar). In particular we used subsets of all gambles \{$x,p,y$\} where
$x \in \{1,30,40,100,1000\}$, $p \in \{0.1,0.3,0.5,0.7,0.9\}$, $y \in \{-20,-15,-10,-5,5,10,30\}$, with $x$ and $y$ in US
dollars. For QTD and Ebert-Prelec, we used a fractional factorial set of delayed payments \$(x,t)$\ where
$x \in \{5,10,15,20,30,50,80,95,96,97,98,99,100,120,150,245,246,247,248,249,250,300\}$ and $t \in
\{0,3,7,14,30,60,90\}$, with $x$ in US dollars and $t$ in days.\(^9\) For Baucells-Heukamp, we used a fractional
factorial set of delayed gambles \$(x,p,t)$\ where $x \in
\{5,10,15,20,30,50,80,95,96,97,98,99,100,120,150,245,246,247,248,249,250,300\}$, $p \in
\{0.1,0.3,0.5,0.7,0.9,1\}$, and $t \in \{0,3,7,14,30,60,90\}$. Clearly other values can be used depending on the

---

\(^9\) Some of the amounts are very close (e.g., 95, 96, 97, 98, 99, 100) in order to estimate the time preferences of very
patient subjects more reliably (e.g., someone who would prefer 98 dollars in 3 months over 95 dollars today).
Given that the number of candidate pairs is manageable (in our implementation there are in the order of 500-1,500 candidate pairs for each preference model), we identify the next question by enumeration. In particular, we evaluate each candidate pair of alternatives based on its expected effect on the Hessian of the posterior at its mode, and the candidate pair that maximally increases a norm of this Hessian is chosen as the \((q+1)\)th question.\(^{10}\)

Following the literature on experimental design, we use the absolute value of the determinant as the norm of the Hessian. The Hessian of the posterior likelihood on decision maker \(i\)'s parameters after \(q\) questions, computed at \(\hat{w}_{iq}\), is equal to

\[
H_{iq} = \sum_{j=1}^{q} h(X_{ij}^1, X_{ij}^2, \hat{w}_{iq}, \delta) = \frac{\delta^{-1}}{2},
\]

where \(h(X_{ij}^1, X_{ij}^2, \hat{w}_{iq}, \delta)\) is the Hessian corresponding to one question. We identify the pair \((X_{i(q+1)}^A, X_{i(q+1)}^B)\) that maximizes the expected value of the norm of the Hessian after question \((q+1)\):

\[
(3) \quad p_A |\det(H_{iq} + h(X_{i(q+1)}^A, X_{i(q+1)}^B, \hat{w}_{iq}, \delta))| + p_B |\det(H_{iq} + h(X_{i(q+1)}^B, X_{i(q+1)}^A, \hat{w}_{iq}, \delta))|\]

where

\[
p_A = \frac{\exp(\hat{u}(X_{i(q+1)}^A, \hat{w}_{iq}))}{\exp(\hat{u}(X_{i(q+1)}^A, \hat{w}_{iq}))+\exp(\hat{u}(X_{i(q+1)}^B, \hat{w}_{iq}))}
\]

is the estimated probability that the decision maker will choose gamble \(A\) (computed based on \(\hat{w}_{iq}\)), and \(H_{iq} + h(X_{i(q+1)}^A, X_{i(q+1)}^B, \hat{w}_{iq}, \delta)\) is the value of the Hessian after \((q+1)\) questions if gamble \(A\) is chosen. This approach is consistent with the Bayesian Experimental Design literature (e.g., Chaloner and Verdinelli 1995). In a Bayesian decision-theoretic sense, the researcher’s utility function is the Hessian of the posterior at its mode. Each question \((q+1)\) is selected sequentially to maximize the expected value of this utility function. As noted by Chaloner and Verdinelli (1995), approximations are typically necessary when dealing with non-linear designs like ours. Our optimization is approximate to the extent that we approximate \(H_{iq+1}(\hat{w}_{iq+1})\) with \(H_{iq+1}(\hat{w}_{iq})\), and we compute \(p_A\) and \(p_B\) based on the point estimate \(\hat{w}_{iq}\) instead of the entire posterior after \(q\) questions.

In summary, questions are constructed adaptively by performing the following computations between the \(q\)th and the \((q+1)\)th question, for each respondent \(i\) and for all values of \(q\):

- Update the value of the mode of the posterior distribution, \(\hat{w}_{iq}\).
- Out of all candidate questions that have not been shown to that respondent, select the one that maximizes the expected value of the determinant of the Hessian of the posterior distribution evaluated at its mode.

---

\(^{10}\) We only consider pairs of gambles in which there is no first-order stochastic dominance, pairs of delayed payments in which there is a tradeoff between a sooner-smaller and a larger-later payoff, and pairs of delayed gambles in which none of the gambles in the pair has a payoff that is larger, more likely and sooner compared to the other.
In order to further reduce delays between questions and simplify the use of DEEP, for our online experiment we computed all possible question paths once and created a large contingency table that indicates which question should be asked following any possible sequence of previous questions and answers. In our implementation with 16 and 20 questions for CPT and QTD respectively, the number of rows in the table is $2^{16} - 1 = 65,535$ and $2^{20} - 1 = 1,048,575$ respectively, where each row contains a question, the question that precedes it in the path, and the answer to that preceding question that would lead to the question. We provide the first rows of these tables (corresponding to the first 5 questions) as an illustration in Appendix B. During the questionnaire, questions are designed by simply looking up the correct values in that table. Our code is available upon request and can be used to generate such tables of questions for any setting.

4. Simulations

Before reporting the results of an online experiment that tested our approach against a benchmark with real decision makers, we report the results of a set of simulations that investigate how well the proposed approach recovers true parameters. Our initial simulations assess parameter recovery for each of the five preference models considered so far, under different levels of response error and with different numbers of questions. We are particularly interested in the rate of convergence of the estimates as the number of questions increases, and in the accuracy of the estimates. We also report the results of a complementary set of simulations that assess convergence in situations in which the prior is far from the true parameters. We first describe the design of our experiments, followed by the results.

4.1. Simulation Design

Our initial simulations followed a 5 x 3 full factorial experimental design: we tested the five versions of DEEP corresponding to the five preference models considered above (CPT, sign-dependent CPT, QTD, Ebert-Prelec, and Baucells-Heukamp), under three different levels of response error. In each condition, we tested how our approach is able to recover the true preference parameters of a representative decision maker, $w_{true}$. For CPT and QTD we set $w_{true}$ to the mean estimates based on our online experiment (although it is reported later in the paper, the online experiment was conducted before the simulations): $w_{true} = [0.526;0.473;1.682]$ and $[0.925;0.012]$ respectively for CPT and QTD. While our online experiment only tested the CPT and QTD versions of our method, we leverage the parallels between Ebert-Prelec and Baucells-Heukamp and CPT and QTD in order to set $w_{true}$ for all models. For sign-dependent CPT, we introduce arbitrary differences between $\alpha^+$ and $\alpha^-$, and between $\sigma^+$ and $\sigma^-$. In particular, we set $w_{true}$ to $[0.626;0.426;0.373;0.573;1.682]$, $[0.526;0.012]$, and $[0.526;0.012;0.473]$ respectively for sign-dependent CPT, Ebert-Prelec, and Baucells-Heukamp.
For each model, we simulate the answer to each question according to the logistic probability specified in Equation (1). We parameterize response error as the average proportion of questions that are answered in a way that is inconsistent with the decision maker’s true preferences, i.e., the proportion of questions in which the choice probability corresponding to the option chosen by the decision maker is less than 0.5. We vary this proportion, referred to as $\gamma$, such that $\gamma = \{0.1, 0.2, 0.3\}$. For each model and for each value of $\gamma$, we find (through a preliminary set of simulations) the value of the parameter $\delta$ that gives rise to the desired average proportion of response errors. For both CPT and QTD, the estimates of $\delta$ from our online study are between the values of $\delta$ corresponding to $\gamma=0.2$ and $\gamma=0.3$ in the simulations. This suggests that the level of response error to be expected in practice is within the range used in our simulations.

For each combination of a model x level of response error, we simulate $N=500$ questionnaires each with $Q=60$ questions (this number of questions is commensurate with those used in previous simulations, e.g., Wang et al. 2011). After each question $q$, we estimate the parameters based on the answers to the first $q$ questions by finding the mode of the posterior distribution of the parameters, $\hat{\theta}_q$. This is done by minimizing the loss function in Equation (2), using $\hat{\delta} = \delta$, and $\hat{\theta}_q$ and $\hat{D}$ as described in Section 2.2.1. This mimics a situation in which the parameters $\hat{\delta}$, $\hat{\theta}_q$, and $\hat{D}$ are set using a pretest or based on the literature (Huber and Zwerina 1996; Sándor and Wedel 2001; Toubia et al. 2007b). We then construct the next question as described in the previous section, by selecting the pair of stimuli that maximizes the expected norm of the Hessian (see Equation 3).

Although in practice we recommend re-estimating all parameters using hierarchical Bayes once the data has been collected (which we do in our online experiment), in our simulations we focused on the adaptive questionnaire design aspect of our method and did not perform this ex-post estimation. Our results are based on the working estimates after each question, $\hat{\theta}_q$. We would expect hierarchical Bayes estimates to be more accurate than the one used here.

### 4.2. Simulation results

For each condition (model x level of response error), we compute the average across replications of the Mean Absolute Percentage Error (MAPE) between the estimates and the true parameters after each question. Table 1 reports the average MAPE after 0 (i.e., the MAPE of the mean of the prior distribution, $\hat{\theta}_0$), 10, 20, 40, and 60 questions. (In order to illustrate the impact of the number of parameters on convergence, we order models based on their number of parameters in Table 1 and Figures 1 and 2.)

Our simulations varied three factors: level of response error, number of questions, and preference model. Based on the results, we discuss the impact of each of these three factors in turn.
• Comparisons across level of response error ($\gamma$). Not surprisingly, we find that within each model, estimates tend to be more accurate when response error is lower. Indeed, the higher the level of response error, the smaller the information provided by each new additional question.

• Comparisons across numbers of questions ($q$). One should expect estimates to become more accurate as the number of questions becomes larger. This is the case in our simulations, with very few exceptions (e.g., sign-dependent CPT for $q=20$). In all cases the estimated parameters converge on average towards the true ones.

• Comparing across models. Accuracy seems to be driven at least partly by the number of the parameters in the model, as should be expected. Estimates tend to be most accurate and to converge faster for the models that have only two parameters, QTD and Ebert-Prelec. MAPE tends to be higher and parameter estimates tend to converge slower for the two models that have three parameters, QTD and Baucells-Heukamp, and it is the slowest for the five-parameter model, sign-dependent CPT. This comparison highlights the curse of dimensionality that is typical in preference measurement, and the difficulty of estimating models with many parameters. As noted above, recent adaptive methods such as that of Wang et al. (2011) are limited to two parameters.

For each condition (model x level of response error), we also plot the evolution of the estimates of each parameter as a function of the number of questions. We plot the average as well as the 95% confidence intervals of the estimates across the 500 replications (the 95% confidence interval is bounded by the 2.5th and 97.5th percentiles of the estimates across replications).\textsuperscript{11} Due to space constraints, we report here only the plots corresponding to CPT and QTD for $\gamma=0.1$ and 0.3, in Figures 1 and 2 respectively. The plots for the other models give rise to similar conclusions and are available from the authors. The range of the y axis on each plot is the range of possible parameter values, as defined in Section 2.2.

[INSERT TABLE 1 AND FIGURES 1-2 ABOUT HERE]

In conclusion, our simulations suggest that estimates tend to converge to the true values as the number of questions increases. Estimates tend to be more accurate when there is less response error, and when the model being estimated has fewer parameters.

\textsuperscript{11} Other researchers have reported the distribution of estimates instead (e.g., Wang et al. 2010). However this is not practical in our context (3 different levels of response error, 5 different preference models with an average of 3.75 parameters per model).
4.3. Robustness to prior

One feature of the simulations reported above is that the mean of the prior, $\bar{w}_0$, is, at least for some parameters, relatively close to the true value used, $w_{true}$ (which, as noted above, was the mean estimate based on our online experiment for CPT and QTD, and based on that for the other models). While this scenario is realistic and allows studying whether the method is able to improve the accuracy of parameter estimates even when the starting point is already close to the true value, it raises the question of how parameter estimates would converge if the prior and the truth were far from each other. We investigated this issue by re-running the simulations with different values of $\bar{w}_0$. In particular, we ran one set of simulations with $\bar{w}_0 = 2w_{true}$ and one set with $\bar{w}_0 = 0.5w_{true}$. The conclusions are the same as those reached with our initial simulations. We report the convergence plots for CPT and QTD in Figures 3 to 6. The plots for the other models give rise to similar conclusions and are available from the authors.

[INSERT FIGURES 3-6 ABOUT HERE]

5. Online Study

We also tested DEEP using an online study. The purpose of this study was not to conduct a “horse race” with all existing parameter estimation methods in the decision analysis literature, which can be the subject of another extensive empirical project, but rather to examine whether the estimated parameters using DEEP are within the range of values reported in the literature, and to compare its estimation accuracy and time efficiency to those of a common methodology that requires comparable task completion time, which we briefly review next.

5.1. Benchmark

We compared DEEP to a method adapted from Tanaka et al. (2010), because it provides a benchmark for both risk and time preferences, uses an approach that is common in psychology and economics, is suitable for online administration, and, as also shown below, requires task completion times comparable to DEEP. We focused our empirical tests on the CPT and QTD models, which are the two models on which Tanaka et al. (2010) focus as well.

For the CPT case, subjects in the Benchmark condition were shown three lists of gambles (with 14, 14 and 7 gambles respectively), identical to Tanaka et al. (2010, Table 2), except that our amounts were in US dollars instead of 1,000 Vietnamese dongs. Each list, presented on a single screen, shows one pair of gambles on each row, with the gamble on the right becoming more and more attractive from row to row (the gambles on the left are constant in the first two lists and less and less attractive from row to row in
the third). Subjects were asked to indicate on which row they would start preferring the gamble on the right, if at all. A screenshot of the second series is provided in Figure C5 in Appendix C. The three series were designed by Tanaka et al. (2010) in such a way that the three CPT parameters can be directly and uniquely calculated from the three switching points. In particular, \( \alpha \) and \( \sigma \) are determined jointly from the switching points in the first two lists (see Tanaka et al. 2010, Table A.1). The loss aversion parameter \( \lambda \) is then determined from the switching point in the third list, conditional on the values of the other two parameters elicited from the first two lists.

For QTD, our benchmark again followed Tanaka et al. (2010), using US dollars instead of 1000 dongs. In this case subjects were shown 15 series of 5 choices between two delayed payment options. In each set one of the options was fixed while the other was changing from least to most desirable. An example is shown in Figure C6 in Appendix C. Effectively subjects evaluated 75 choices (monotonicity in the subjects’ choices within each set was not enforced). Tanaka et al. (2010) do not estimate QTD parameters at the individual level, but instead use non-linear least squares to estimate a set of aggregate parameters, allowing for the effect of individual-level covariates on the parameters. In order to make the comparison with DEEP cleaner, we produced individual-level estimates of the QTD parameters in the Benchmark QTD condition, using the same hierarchical Bayes estimation framework as the one used in the DEEP condition.\(^\text{12}\)

5.2. Study Design

We used an online panel of subjects recruited using Amazon’s Mechanical Turk who were paid $2 for their participation, and also could play one of their (randomly selected) choices for real if they were randomly selected. Data from this pool has been used to replicate many standard decision-making studies such as the Asian Disease problem (Paolacci et al. 2010), and have both inter-item and test-retest reliabilities that are equivalent to traditional methods (Buhrmester et al. 2011). We used a 2 x 2 between-subject design. Subjects were randomly assigned to either a time preference measurement condition or a risk preference measurement condition, and to DEEP or to the Benchmark method outlined above. For risk preferences (CPT model), we had 137 subjects assigned to DEEP and 133 assigned to the benchmark. For time preferences (QTD model), we had 150 subjects assigned to DEEP and 146 to the benchmark.

All subjects first saw a welcome page with instructions about the tasks, and were asked to answer a few simple questions to ensure they understood the subsequent choice questions. For example, for the CPT conditions, subjects were shown a gamble, e.g., \{\$20, 0.7; \$5\}, and they were asked questions such as “What is the maximum amount you could win if you played this gamble?” or “Which outcome is most...

\(^{12}\) Using the estimation method in Tanaka et al. (2010) did not alter our experimental conclusions.
likely?” Subjects who would not answer correctly these comprehension questions returned to the instructions page.

Following these instructions, all subjects were asked to complete an external validity task, which we used to assess the estimation accuracy of the two methods. The external validity task was administered first, so that it would be untainted by, hence comparable between, the two elicitation methods (DEEP and Benchmark).

The external validity task for CPT asked the subjects to indicate their willingness to pay (WTP) for 8 gambles. The gambles for the 8 WTP questions for CPT formed a fractional factorial design with \(x\in\{50,100,500,1000\}\), \(p\in\{0.05,0.4,0.6,0.8\}\) and \(y\in\{-20,-10,5,20\}\). The set was chosen such that all gambles had an expected value ranging from $15 to $80. The list and an example of these WTP questions are shown in Table C1 and Figure C1 respectively, in Appendix C.

The external validity task for QTD consisted of 8 questions asking the subjects to specify the amount of money that would make them indifferent between a smaller-sooner reward and a larger-later reward. The format of the task was similar to that in Benhabib et al. (2010). Each subject was asked 4 acceleration questions (eliciting the amount of money \(y\) that would make the subject indifferent between receiving \(x\) in \(t\) days and \(y\) today) followed by 4 delay questions (eliciting the amount of money \(y\) that would make the subject indifferent between receiving \(x\) today and \(y\) in \(t\) days). For each subject and in each block, the 4 time-$amount combinations \((x,t)\) were drawn randomly without replacement from the 9 possible combinations obtained by crossing \((10,30,100)\) with \((3\ days,30\ days,180\ days)\). An example is shown in Figure C2 in Appendix C.

After subjects completed the external validity questions they either completed the DEEP or the Benchmark elicitation task for CPT or QTD. For the elicitation of CPT parameters, DEEP asked 16 questions designed according to the proposed adaptive method. A screenshot of one such question is shown in Figure C3 in Appendix C. For QTD, DEEP asked 20 questions designed according to the proposed adaptive method. A screenshot of one such question is shown in Figure C4 in Appendix C. In the CPT conditions we removed all subjects who provided any WTP in the external validity task that was either zero for a gamble that only had positive outcomes, or was higher than the maximum amount in the gamble. We were left with 125 subjects for DEEP and 128 for the benchmark. No subjects were removed in the QTD conditions, to allow for the possibility that some subjects may have a preference for longer delays, a phenomenon known as negative time preference (Loewenstein and Prelec 1991) or future-bias (Ashraf et al. 2006; Meier and Sprenger 2010).

---

13 To avoid using an external validity task that may be more similar in format to one of the two methods under comparison, we chose a judgment response task which is different from both (choice-based) elicitation methods. Although there are known inconsistencies between the choice-based and judgment-based elicitation of preferences, namely preference reversals, these should impact the predictive performance of both DEEP and the benchmark.
In summary, our final data come from the following 4 conditions:

Condition 1 (DEEP CPT, N=125): 8 WTP questions (external validity task) followed by 16 DEEP CPT questions;
Condition 2 (Benchmark CPT, N=128): 8 WTP questions (external validity task) followed by the 3 lists of 14, 14 and 7 gambles from the benchmark CPT method;
Condition 3 (DEEP QTD, N=150): 8 indifference questions (external validity task) followed by 20 DEEP QTD questions;
Condition 4 (Benchmark QTD, N=146): 8 indifference questions (external validity task) followed by 15 sets of 5 choices from the benchmark QTD method.

For incentive compatibility, we followed a standard practice in the literature: the subjects were informed at the beginning and reminded throughout the survey that one in every 100 participants would be selected at random and receive an alternative based on the preferences that he or she indicated during the survey. For those selected, one of the questions answered would be selected randomly and the option chosen would be delivered (see Starmer and Sugden 1991 for a treatment of this random lottery procedure).

Adaptive questionnaires raise issues with incentive compatibility, as subjects may potentially misrepresent their true preferences early in the questionnaire in order to induce more favorable future questions (Harrison 1986). As noted by Wang et al. (2010), this concern may be more theoretical than empirical, especially if no information is provided to subjects about how questions are constructed. Some solutions to this problem have been proposed by these authors and others. For example, payoffs may be determined based on one question selected ex-ante out of all possible questions (unbeknownst to the subjects). If this question was not part of a subject’s questionnaire, it would be asked at the end of the questionnaire. Another possible solution is to infer the subjects’ responses to such preselected questions based on their responses to the questionnaire. This latter approach was used and validated in the marketing literature by Ding (2007). Designing incentive compatible studies for adaptive questionnaires is a subject of ongoing research, beyond the scope of this paper.

5.3. Experimental Results

5.3.1. Face Validity and Completion Times

Figure 7 reports the cumulative distributions, means and medians of the estimated parameters for the DEEP and the Benchmark conditions. We discuss the CPT parameter estimates first and the QTD ones next.
Although estimates vary across studies with different elicitation methods and subject populations, our estimated CPT parameters are within the range reported in the literature (e.g., Abdellaoui et al. 2007; Gaechter et al. 2011; Liu and Huang 2011; Stott 2006; Tanaka et al. 2010; Tversky and Kahneman 1992; Wu and Gonzalez 1996), providing face validity for the proposed methodology. Comparing DEEP to the Benchmark, the differences in the average probability weighting and loss aversion parameters between the two methods are significant ($p < 0.01$), while the difference in the average value function curvature parameter is not. In particular, the Benchmark condition generates higher loss aversion estimates, while DEEP estimates are closer to the typical values often observed (around 2). Moreover, the individual parameter estimates obtained by the Benchmark method tend to be more spread out (much more for $\lambda$) than those obtained by the DEEP method, as evidenced by the cumulative distributions in Figure 7. Note that differences in the ranges across methods are not inherent to the questionnaire design or estimation methods. The ranges of possible parameter estimates are indeed similar for DEEP vs. the Benchmark. Finally, our estimate of $\delta$ (the response error parameter in our method) for DEEP is 0.918.

We also report the correlation coefficients between the CPT parameters estimated by the DEEP method.\textsuperscript{14} The correlation between $\sigma$ and $\lambda$ is negative and statistically significant ($\rho=-0.674$, $p < .01$); that between $\alpha$ and $\sigma$ is also negative and significant, but small ($\rho=-0.215$, $p < 0.02$); that between $\alpha$ and $\lambda$ is not significant ($\rho=0.045$). The correlation between $\sigma$ and $\lambda$ indicates that individuals with higher $\sigma$ (value function closer to linear) tend to have lower loss aversion, that is, their value function tends to be uniformly straighter across both the loss and the gain domains. This is consistent with the speculation that some people use more rational strategies that might affect both parameters of the value function (Hsee and Rottenstreich 2004). In CPT, an individual’s risk attitude is jointly determined by the degree of value function curvature and the degree of probability weighting. The significant, but small negative correlation between $\sigma$ and $\alpha$ indicates that more curvature in an individual’s value function (lower $\sigma$) tends to be associated with less probability transformation (higher $\alpha$). In other words, this suggests that risk attitude tends to be carried more strongly by probability weighting for some individuals, while driven by non-linear valuation of outcomes for others. In a recent study, Qiu and Steiger (2011) found no significant correlation between probability weighting and value function curvature in the gain domain. They inferred from this that it is necessary to have both in order to adequately capture individuals’ risk attitudes.

\textsuperscript{14} None of the correlations between the CPT parameters estimated by the Benchmark method is significant at the $p<0.05$ level.
Although our results are different, the small correlation also supports the idea that both elements may be
needed to capture the variety of individuals’ risk preference types.

Our time preference estimates are in the range obtained from incentive compatible field studies that
estimated QTD preferences (Ashraf et al. 2006; Meier and Sprenger 2009, 2010). The average discount
rate in the DEEP (respectively, Benchmark) condition is equivalent to a monthly discount factor of 0.696
(respectively, 0.829). The mean values of the present bias parameter for DEEP and the Benchmark
method are very close, but the estimated discount rate from DEEP is higher than that of the Benchmark
method (this difference is significant, \( p < .01 \)). In addition, we observe a strong negative correlation
between \( \beta \) and \( r \) in both the DEEP and Benchmark estimates, -0.654 and -0.581, respectively (both \( p < .01 \)), that is, stronger present-bias (lower \( \beta \)) is associated with higher discounting of the future. Similar
correlations between discount rates and present bias have been reported elsewhere (Meier and Sprenger
2009). Finally, our estimate of \( \delta \) for DEEP is 0.0525 and our estimate of \( \delta \) for the Benchmark is 0.111.
The fact that the estimate of \( \delta \) is larger (lower probability of response error) for the benchmark compared
to DEEP is not surprising, because many of the questions asked by the benchmark are easy to answer
(typically the first and/or last questions in each set – see Figure C6). The fact that the estimate of \( \delta \) is
much smaller for time preferences compared to risk preferences is not surprising either, because our
estimation of time preferences assumed a linear utility function (no curvature, \( \sigma=1 \)) while our estimation
of risk preferences allowed for concavity in the utility function. As a result, the values of \( U(x^A_{ij}, w_i) \) and
\( U(x^B_{ij}, w_i) \) in Equation (1) are larger for time preferences, and they are multiplied by a smaller value of \( \delta \)
to give rise to choice probabilities that are comparable to the ones obtained in the estimation of risk
preferences.

We also report the average time it took subjects to complete the main task, that is, either the DEEP or
Benchmark elicitation task for each of the 4 conditions (excluding the external validity task and the brief
introductory task, which were identical for the DEEP and Benchmark conditions). These results are
summarized in Table 2. For the elicitation of risk preferences, the DEEP method and the Benchmark
method take about the same time on average (the difference in means or medians is not significant). For
the elicitation of time preferences, DEEP takes significantly less time than the Benchmark method. This
difference is significant whether the comparison is done on means or medians (\( p < .01 \)).

From the subjects’ standpoint, the DEEP method is relatively easy: a few one-shot choice questions
(appropriately designed for maximum informativeness). Completion time is often a concern in designing
preference assessment experiments, because lengthy questionnaires may cause subjects’ responses to
become unreliable due to boredom or fatigue, and/or may reduce completion rates (Deutskens et al. 2004;
Galesic and Bosnjak 2009). The fast completion time offered by DEEP is an attractive feature,
particularly for deployment in field studies or on-line surveys, where subjects are not as “captive” as in a lab.

Finally, we note that, as expected, there were no differences between the durations of the external validity task for the two CPT conditions, nor for the two QTD conditions. All took about 2 minutes.

5.3.2. External Validity Task: Prediction Accuracy

We now compare DEEP and the Benchmark method on their performance in predicting subjects’ responses to the external validity task questions. Based on each subject’s estimated preference model parameters, we can calculate predicted responses to the external validity questions for this subject and compare them to the subject’s actual responses. For the CPT conditions we calculate predicted WTP by assuming segregation of the stated payment from the gamble (Thaler 1985). That is, we calculate the WTP such that the disutility of the payment is compensated by the utility of the gamble, according to the CPT model. There is experimental evidence in support of segregation, that is, subjects do not formulate their WTP by mentally subtracting a buying price from the gamble’s outcomes and evaluating the gamble net of the price (Casey and Delquié 1995). In the QTD conditions, we calculate the dollar amount that would achieve indifference between the two options, i.e., equate their utilities, according to each subject’s estimated QTD parameters.

For each subject we computed the Median Absolute Deviation (MAD) between the predicted and the elicited responses across the 8 external validity questions. We then computed the median of these values across the subjects and compared DEEP with the Benchmark both for CPT and for QTD. The results are shown in Table 3. DEEP produces significantly more accurate predictions compared to the Benchmark method for CPT ($p<0.02$). For QTD, there is no significant difference between the prediction accuracy of DEEP and Benchmark ($p>0.90$). Note however, that for QTD the benchmark method asked many more questions (presenting 75 choices) and took significantly more time to complete.

Finally, we tested the robustness of these comparisons to the specification of the prior in our hierarchical Bayes estimation. Alternatives to the use of (truncated) normal prior distributions include for example uniform distributions, lognormal distributions, mixtures of normal distributions, or highly

---

15 We use medians for comparison because the estimated WTP for a few subjects in Condition 2 (CPT, benchmark) are extremely large – and unrealistic – thus grossly inflating the mean. Huge predicted WTP values result from a few subjects in Condition 2 (CPT, Benchmark) having extremely small $\sigma$ and very low $\lambda$. 

---
flexible semiparametric distributions (see for example Ansari and Mela 2003; Kim et al. 2004; Nilsson et al. 2011). We re-analyzed the data from our online experiment using uniform and lognormal priors. The comparisons reported above do not change qualitatively under these alternative priors (details available from the authors).

5.3.3. Summary of Results

We conducted an online survey involving more than 500 subjects to compare the proposed DEEP method of preference elicitation with a Benchmark method. DEEP leads to better out-of-sample predictive accuracy for equal time efficiency on the CPT model, and equal predictive accuracy with greater time efficiency on the QTD model. The risk preference (CPT) and time preference (QTD) parameters obtained from DEEP and the Benchmark are different, but all are in the ranges identified in the literature.

6. Discussion

There is a growing interest in relating behavioral decision theories to real-world decisions in areas such as consumer finance (e.g., credit, retirement savings, investment, insurance), health (e.g., nutrition, exercising, substance abuse, medical testing), and others. Success in establishing such links will be highly dependent on our ability to develop time efficient and accurate methods to measure the behavioral characteristics of possibly many economic agents. The proposed methodology has been already used in several such studies, allowing us to further assess its efficiency (time completion as well as face validity of the estimated parameters) in practice and among different subject populations. We briefly review three such studies first, and then discuss opportunities for future research.

6.1 Case Studies Using DEEP

We report in Table 4 the mean, median, and standard deviation of the completion times, from three studies that used the proposed methodology. In all studies completion times were comparable to the ones of our online study above, even though quite different populations were used. In addition to the time necessary to complete the assessment task, both time and risk preference elicitations were preceded by a short introduction to the questions, and a test of understanding of basic concepts. The median time required to complete the instructions and the elicitation task ranged from 1.5 minutes to 4.1 minutes across studies. Moreover, in all studies the estimated CPT and QTD parameters were within the range reported in the literature, providing further evidence for the face validity of the proposed methodology.

[INSERT TABLE 4 ABOUT HERE]
The first study (Johnson, Atlas and Payne 2011) examined the mortgage decisions of an online panel of 244 homeowners whose average age was 39.6. The purpose of that study was to compare the risk and time preferences (CPT and QTD) of homeowners who owed more on their mortgage than the value of the property to those who did not. A standard titration methodology was also used in that study as a benchmark. An important finding of that study was that, while the standard titration methodology did not reveal any differences between these two kinds of homeowners, DEEP found that those who had negative equity had significantly larger discount rates as well as present bias (smaller $\beta$). This is consistent with the idea that present bias overweighs the immediate value of home possession, and that high discount rates lead to underestimating the longer-run difficulty of meeting payments. These results are consistent with results in other areas of credit (Ashraf et al. 2006; Meier and Sprenger 2009, 2010), providing further face validity to the proposed methodology, and also indicating the potential of DEEP to uncover empirical findings that other methods (e.g., the titration one also used in that study) might not.

A second study (Appelt et al. 2011) examined when potential retirees would start claiming Social security benefits. The subjects to this online survey were older (mean age = 60.2), and had lower household incomes (median about $35,000, below the US median), yet completed both the CPT and QTD versions of DEEP within comparable completion times as in the other studies. The decision to retire earlier for a reduced payment or to retire later for a greater payment is a classic intertemporal choice between lower benefits now and larger benefits later. The authors found that the present-bias parameter ($\beta$) was related to the decision to claim earlier at a reduced monthly payment, but only for those who currently faced the decision, that is, those for whom retirement was a “now” option.

A third study (Carney et al. 2011) used CPT and QTD estimates provided by the DEEP method to relate measures of current and prenatal hormone levels to risk and time preferences (see Sapienza et al. 2009; Stanton et al. 2011 for related discussions). The subjects were MBA students. Interestingly, while the median completion time was similar to the other studies, there was a group of students who had much longer response times. Self-reports from these MBA students suggested that they were calculating expected value and discounted utility for the DEEP questions. The authors find for example that among male subjects, lower 2D:4D ratio (ratio of the lengths of the second and fourth fingers – a lower ratio is a measure of higher exposure to testosterone in the uterus) is associated with lower values of $\lambda$ and higher values of $\sigma$, that is, a more linear value function.

These three case studies demonstrate that the DEEP methodology can be applied to many populations to produce estimates of time and risk preferences. It seems quite practical for inclusion in online surveys that might involve a large number of subjects. However, in situations where there are few subjects, or where subjects may be available for extended elicitation processes, such as in laboratory settings, other
methods might be preferred. As illustrated in these case studies, DEEP does suggest that preference elicitation of relatively complex behavioral models can now be included in unattended online research.

6.2 Discussion and Future Work

We proposed a novel methodology for estimating risk and time preferences. So far we have applied this method to five preference models (CPT, sign-dependent CPT, QTD, Ebert-Prelec, and Baucells-Heukamp), but the approach could be applied to other models as well. Our approach augments traditional approaches to preference elicitation in decision analysis and bridges the preference measurement literature in marketing with the preference assessment literature in decision theory. The proposed methodology dynamically (i.e., adaptively) optimizes the sequence of questions presented to each subject while modeling response error and leveraging the distribution of the parameters across individuals (heterogeneity). While estimates are available on the fly for each decision maker (based on fixed priors), we recommend re-estimating the parameters for all decision makers simultaneously once all the data has been collected, using hierarchical Bayes.

We tested all five versions using simulations, and found, as expected, that: (i) estimates tend to be more accurate when response error is lower, (ii) estimates tend to be more accurate when the number of questions is larger, and (iii) estimates tend to be more accurate for models with fewer parameters. We also conducted an online study comparing the proposed method to a standard approach used in the literature for the CPT and QTD models. The proposed method either performed significantly better on out-of-sample predictions (for CPT) or took significantly less time to complete (for QTD). This study, as well three other studies that have used the proposed method, also suggest that the parameters estimated using DEEP have good face validity. The three other studies briefly reviewed also illustrate how the proposed method may enable researchers to uncover relations between time and risk preferences and other covariates or behaviors. Moreover, the proposed methodology can be deployed by researchers easily with the use of an automatically pre-computed table of question paths, as done in our online implementation.

While our simulations, online study, and initial applications indicate the benefits of the DEEP methodology, future work is needed to better understand its potential strengths and weaknesses. We close by briefly discussing some issues whose study may both shed light to the limitations of the proposed methodology as well as lead to potential improvements.

One limitation of our approach is that it is myopic, i.e., it selects questions one step at a time. Future research may optimize efficiency over the entire set of possible paths (i.e., optimize efficiency over all possible contingency tables such as the ones partially reported in Appendix B). While theoretically appealing, such generalization poses great computational challenges. A compromise may be to optimize questions in batches instead of one at a time. However, we note that in a different context (adaptive
elicitation of consumer heuristics for product consideration decisions), Dzyabura and Hauser (2011) find that optimizing questions non-myopically does not have a great positive impact on performance.

Another current limitation of our approach is that at each step the optimal question is identified by enumeration, i.e., the expected Hessian is computed for each possible question in a candidate set and the question with the greatest impact on the expected norm of the Hessian is selected. In this paper, choice alternatives were defined by at most three dimensions (e.g., two amounts and one probability), making it possible to construct a set of candidate alternatives of manageable size. Future research may extend our approach to preference models in which the set of possible choice alternatives is too large for enumeration. (Note that the limitation comes from the dimensionality of the alternatives, not the dimensionality of the preference parameters.) One way to address this issue may involve identifying the eigenvector associated with the smallest eigenvalue of the Hessian, and constructing a question based on this eigenvector (as in Abernethy et al. 2008; Toubia et al. 2003, 2004, 2007a, b).

We have focused on the estimation of parameters for several specific models, but the proposed approach can be applied to any preference model, potentially also with modified probability distributions (for the prior and/or the likelihood) and specific question design criteria. The present results suggest that it would be important to further explore the potential of the proposed methodology in a broader range of behavioral decision making studies.

More generally, we hope that this work not only enables more work using models of preferences in many more settings, but also that it encourages a dialog between those interested in the psychology of preference and those interested in preference measurement and its application. Traditionally, the appeal of adaptive methods has been statistical efficiency and minimization of potentially expensive subjects’ time, making studies of large or online populations practically more feasible. However there are reasons to suspect that adaptive methods are attractive because of other specific characteristics worth studying in the future. First, by limiting the number of questions that are posed to the subject, adaptive methods may minimize the cognitive resources required to assess preferences. The possibility that resource depletion occurs with an increased number of questions seems likely (Vohs et al. 2008), and recent evidence suggests that some context effects, such as selection of a default option, increase with depletion (Levav et al. 2010). Thus by focusing attention on questions that are most (statistically) informative, adaptive methods might produce estimates that are less contaminated by context effects in addition to being less influenced by the random error produced by fatigue. A second possible advantage of adaptive methods is that they focus more quickly on the set of questions that are most relevant to portraying the decision maker’s preferences. While the algorithm is designed to decrease our uncertainty on the decision maker’s preference parameters, from the decision maker’s perspective it may be seen as eliminating less relevant questions. This may also limit the possibility of range effects due to irrelevant extreme values that might
be presented to the decision maker. Future work may attempt to better understand the characteristics of the elicitation methods that simultaneously minimize effort, minimize error due to stochastic sources such as inattention, and at the same time maximize the predictive validity of the measures. Such work would inform three questions that lie at the basis of our endeavor: What are the right adaptive questions? What is the right model of noise? And, finally, what is the right model of preferences?
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### Tables and Figures

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of questions</th>
<th>(\gamma) (error)</th>
<th>0 (prior)</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>QTD (2 parameters)</td>
<td></td>
<td>0.1</td>
<td>0.234</td>
<td>0.027</td>
<td>0.020</td>
<td>0.019</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.234</td>
<td>0.078</td>
<td>0.049</td>
<td>0.041</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>0.234</td>
<td>0.169</td>
<td>0.131</td>
<td>0.100</td>
<td>0.090</td>
</tr>
<tr>
<td>Ebert-Prelec (2 parameters)</td>
<td></td>
<td>0.1</td>
<td>0.237</td>
<td>0.062</td>
<td>0.063</td>
<td>0.061</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.237</td>
<td>0.158</td>
<td>0.128</td>
<td>0.104</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>0.237</td>
<td>0.215</td>
<td>0.215</td>
<td>0.200</td>
<td>0.184</td>
</tr>
<tr>
<td>CPT (3 parameters)</td>
<td></td>
<td>0.1</td>
<td>0.380</td>
<td>0.175</td>
<td>0.054</td>
<td>0.038</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.380</td>
<td>0.297</td>
<td>0.144</td>
<td>0.089</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>0.380</td>
<td>0.361</td>
<td>0.282</td>
<td>0.178</td>
<td>0.144</td>
</tr>
<tr>
<td>Baucells-Heukamp (3 parameters)</td>
<td></td>
<td>0.1</td>
<td>0.388</td>
<td>0.314</td>
<td>0.166</td>
<td>0.065</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.388</td>
<td>0.369</td>
<td>0.211</td>
<td>0.095</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>0.388</td>
<td>0.489</td>
<td>0.332</td>
<td>0.173</td>
<td>0.131</td>
</tr>
<tr>
<td>Sign-Dependent CPT (5 parameters)</td>
<td></td>
<td>0.1</td>
<td>0.409</td>
<td>0.395</td>
<td>0.365</td>
<td>0.156</td>
<td>0.086</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.409</td>
<td>0.405</td>
<td>0.275</td>
<td>0.151</td>
<td>0.104</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>0.409</td>
<td>0.416</td>
<td>0.353</td>
<td>0.243</td>
<td>0.196</td>
</tr>
</tbody>
</table>

**Table 1:** Simulation results: Mean Absolute Percentage Error (MAPE) between the estimates and the true parameters. Models are ordered according to their numbers of parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>DEEP</th>
<th>Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>Risk Preferences (CPT)</td>
<td>2.95</td>
<td>2.78</td>
</tr>
<tr>
<td>Time Preferences (QTD)</td>
<td><strong>2.42</strong></td>
<td><strong>2.07</strong></td>
</tr>
</tbody>
</table>

**Table 2:** Online study: Completion time (in minutes) for each of the four conditions. Bold indicates significantly shorter time at p<.05.
<table>
<thead>
<tr>
<th></th>
<th>DEEP</th>
<th>Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Preferences (CPT)</td>
<td>6.56</td>
<td>10.00</td>
</tr>
<tr>
<td>Time Preferences (QTD)</td>
<td>9.01</td>
<td>9.26</td>
</tr>
</tbody>
</table>

Table 3: Online study: Median MAD (Median Absolute Deviation) between the predicted and the observed responses across the 8 external validity questions. Bold indicates significantly better at p<.05 (within a row). We use medians for comparison because the estimated WTP for a few subjects in Condition 2 (CPT, benchmark) are extremely large – and unrealistic – leading to extremely large mean absolute deviations.

<table>
<thead>
<tr>
<th></th>
<th>Mortgage Choice N=246</th>
<th>Social Security N=414</th>
<th>Hormone Levels N=173</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CPT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>2.86</td>
<td>4.61</td>
<td>7.42</td>
</tr>
<tr>
<td>Median</td>
<td>2.32</td>
<td>3.57</td>
<td>3.54</td>
</tr>
<tr>
<td>St Dev</td>
<td>2.59</td>
<td>5.45</td>
<td>18.12</td>
</tr>
<tr>
<td><strong>QTD</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.94</td>
<td>2.93</td>
<td>3.27</td>
</tr>
<tr>
<td>Median</td>
<td>1.52</td>
<td>2.47</td>
<td>1.86</td>
</tr>
<tr>
<td>St Dev</td>
<td>1.65</td>
<td>1.86</td>
<td>13.33</td>
</tr>
</tbody>
</table>

Table 4: Summary of completion times (in minutes) for the three case studies using DEEP.
**Figure 1:** Simulation results for QTD: convergence of the parameter estimates.

Note: The solid grey line corresponds to the true value. The solid black line corresponds to the average of the estimate across 500 replications. The dotted lines correspond to the 95% confidence interval across replications.
Figure 2: Simulation results for CPT: convergence of the parameter estimates.

Note: The solid grey line corresponds to the true value. The solid black line corresponds to the average of the estimate across 500 replications. The dotted lines correspond to the 95% confidence interval across replications.
Figure 3: Simulation results for QTD when $\hat{w}_0 = 2w_{true}$.

Note: The solid grey line corresponds to the true value. The solid black line corresponds to the average of the estimate across 500 replications. The dotted lines correspond to the 95% confidence interval across replications.
Figure 4: Simulation results for CPT when $\hat{w}_0 = 2w_{true}$.

Note: The solid grey line corresponds to the true value. The solid black line corresponds to the average of the estimate across 500 replications. The dotted lines correspond to the 95% confidence interval across replications.
Figure 5: Simulation results for QTD when $\hat{\omega}_0 = 0.5w_{true}$.

Note: The solid grey line corresponds to the true value. The solid black line corresponds to the average of the estimate across 500 replications. The dotted lines correspond to the 95% confidence interval across replications.
Figure 6: Simulation results for CPT when $\hat{w}_0 = 0.5w_{true}$.

Note: The solid grey line corresponds to the true value. The solid black line corresponds to the average of the estimate across 500 replications. The dotted lines correspond to the 95% confidence interval across replications.
Figure 7: Cumulative distributions, averages and medians of the parameter estimates for DEEP and Benchmark. From top to bottom and left to right: $\alpha$, $\sigma$, $\lambda$, $\beta$, $r$. Note that the range of possible parameter estimates are similar for DEEP and for the Benchmark.
Appendix A: MCMC algorithm for estimating the CPT and QTD parameters

We consider here the more general setup that allows capturing the effect of covariates on the parameters through the prior distribution on \( w_i \). In particular, we consider the following prior distribution on \( w_i \) (see for example Allenby and Ginter 1995 or Lenk et al. 1996): 

\[
 w_i \sim TN(\Theta z_i, D),
\]

where \( z_i \) is a set of covariates for subject \( i \) (including an intercept), and \( \Theta \) is a matrix capturing the relationship between these covariates and the mean of the first-stage prior (this matrix is estimated). For example, if the covariates are age (in years) and gender (binary equal to 1 for male and 0 for female) then for CPT the 3x3 dimensional matrix

\[
 \Theta = \begin{bmatrix}
 \theta_{1,1} & \theta_{1,2} & \theta_{1,3} \\
 \theta_{2,1} & \theta_{2,2} & \theta_{2,3} \\
 \theta_{3,1} & \theta_{3,2} & \theta_{3,3}
 \end{bmatrix}
\]

where \( \theta_{1,1}, \theta_{2,1}, \theta_{3,1} \) are the intercept parameters for \( \alpha, \sigma \) and \( \lambda \) respectively, \( \theta_{1,2}, \theta_{2,2}, \theta_{3,2} \) capture the effect of age on the parameters \( \alpha, \sigma \) and \( \lambda \) respectively, and \( \theta_{1,3}, \theta_{2,3}, \theta_{3,3} \) capture the effect of gender on the parameters \( \alpha, \sigma \) and \( \lambda \) respectively. In this case the second-stage prior is defined on \( \Theta \) and \( D \) instead of \( w_0 \) and \( D \). This specification allows us to capture the effects of covariates on the parameters directly, in an integrated model estimated in one step, instead of using a two-step approach of estimating the parameters first and then regressing them on covariates. Note that the case without covariates is a special case of this formulation, in which the covariates are limited to an intercept (the vector \( w_0 \) corresponds to the first column of \( \Theta \)). Therefore we describe below the estimation procedure with covariates, as it nests the formulation without covariates. In our experiment, we did not use any covariate in order to make the comparison with the benchmark cleaner.

MCMC draws successively each parameter from its posterior distribution conditioning on the data and the other parameters. Each parameter is drawn once in each iteration. The resulting Markov chain has the posterior distribution as its equilibrium distribution. In our online study, for QTD we use 40,000 iterations in which one iteration is saved every 10,000 iterations as “burn-in” (i.e., these iterations allow the Markov chain to converge to its equilibrium distribution. In particular, we consider the following prior distribution on \( \Theta \) (including an intercept), and \( \Theta \) is a matrix capturing the relationship between these covariates and the mean of the first-stage prior (this matrix is estimated). For example, if the covariates are age (in years) and gender (binary equal to 1 for male and 0 for female) then for CPT the 3x3 dimensional matrix

\[
 \Theta = \begin{bmatrix}
 \theta_{1,1} & \theta_{1,2} & \theta_{1,3} \\
 \theta_{2,1} & \theta_{2,2} & \theta_{2,3} \\
 \theta_{3,1} & \theta_{3,2} & \theta_{3,3}
 \end{bmatrix}
\]

\( \theta_{1,1}, \theta_{2,1}, \theta_{3,1} \) are the intercept parameters for \( \alpha, \sigma \) and \( \lambda \) respectively, \( \theta_{1,2}, \theta_{2,2}, \theta_{3,2} \) capture the effect of age on the parameters \( \alpha, \sigma \) and \( \lambda \) respectively, and \( \theta_{1,3}, \theta_{2,3}, \theta_{3,3} \) capture the effect of gender on the parameters \( \alpha, \sigma \) and \( \lambda \) respectively. In this case the second-stage prior is defined on \( \Theta \) and \( D \) instead of \( w_0 \) and \( D \). This specification allows us to capture the effects of covariates on the parameters directly, in an integrated model estimated in one step, instead of using a two-step approach of estimating the parameters first and then regressing them on covariates. Note that the case without covariates is a special case of this formulation, in which the covariates are limited to an intercept (the vector \( w_0 \) corresponds to the first column of \( \Theta \)). Therefore we describe below the estimation procedure with covariates, as it nests the formulation without covariates. In our experiment, we did not use any covariate in order to make the comparison with the benchmark cleaner.

MCMC draws successively each parameter from its posterior distribution conditioning on the data and the other parameters. Each parameter is drawn once in each iteration. The resulting Markov chain has the posterior distribution as its equilibrium distribution. In our online study, for QTD we use 40,000 iterations in which one iteration is saved every 10,000 iterations as “burn-in” (i.e., these iterations allow the Markov chain to converge to its equilibrium distribution and are not saved) followed by 40,000 iterations in which one iteration is saved every 10 iterations; for CPT we use 50,000 iterations as burn-in followed by 50,000 more iterations (convergence tends to be slower). The outcome is a set of draws from the posterior distribution. We now describe how each parameter is updated at each iteration.

- **Update of \( D \):** this matrix is drawn directly from its conditional posterior distribution

\[
P(D|\text{rest, data}) \sim IW(\eta_0 + I, \eta_0 \Delta_0 + \sum_{i=1}^I (w_i - \Theta z_i)(w_i - \Theta z_i)^T)
\]

where \( IW \) is the inverse Wishart distribution. We use typical parameter values for the inverse Wishart prior on \( D \): \( \eta_0 = n_{\text{par}} + 3 \) and \( \Delta_0 = 0.1I \) for CPT and \( \Delta_0 = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.0001 \end{bmatrix} \) for QTD (to account for the fact that the second parameter is on a smaller scale compared to the others) where \( n_{\text{par}} \) is the number of parameters in the model.

- **Update of \( \{w_i\} \):** we use a Metropolis Hastings algorithm, with a normal random walk proposal density (with a jump size adapted to keep the acceptance ratio around 30%). Constraints on the parameters are enforced with rejection sampling (Allenby et al. 1995). For each \( w_i \), the acceptance ratio is obtained from:

\[
\Pi \left( \frac{\exp(\delta u(x_{ij}, w_i))}{\exp(\delta u(x_{ij}, w_i)) + \exp(\delta u(x_{ij}, w_i))} \right) \exp\left( -\frac{1}{2} (w_i - \Theta z_i)^T D^{-1} (w_i - \Theta z_i) \right)
\]

- **Update of \( \Theta \):** this matrix is drawn directly from its conditional posterior distribution:

\[
P(\Theta | \text{rest, data}) \sim N(V(Z^T \otimes D^{-1})Vec(W), \Sigma)\]

where \( V = ((Z^T Z) \otimes D^{-1})^{-1} \), \( Z \) is the matrix of covariates \( z_i \)’s (one row per decision maker), \( W \) is the matrix of \( w_i \)’s (one row per decision
maker), \( \text{Vec}(X) \) is the column vector obtained by stacking the columns of a matrix \( X \), and \( \otimes \) is the Kronecker product.

- **Update of \( \delta \):** we use a Metropolis Hastings algorithm, with a normal random walk proposal density (with variance \( 10^{-5} \)). The acceptance ratio is obtained from:

\[
\frac{\prod_i \Pi_j \exp(\delta U(x_{ij}, w_i))}{\exp(\delta U(x_{ij}, w_i)) + \exp(\delta U(x_{ij}, w_i))}.
\]
Appendix B: Subset of the Contingency Tables for CPT and QTD (First 5 Questions)

<table>
<thead>
<tr>
<th>question index</th>
<th>previous question</th>
<th>previous answer</th>
<th>$x^A$</th>
<th>$p^A$</th>
<th>$y^A$</th>
<th>$x^B$</th>
<th>$p^B$</th>
<th>$y^B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>0.9</td>
<td>5</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>-15</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>65536</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0.5</td>
<td>-5</td>
<td>40</td>
<td>0.3</td>
<td>-15</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>-10</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>32769</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0.5</td>
<td>-5</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>65536</td>
<td>1</td>
<td>40</td>
<td>0.3</td>
<td>-5</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
<td></td>
</tr>
<tr>
<td>98304</td>
<td>65536</td>
<td>2</td>
<td>40</td>
<td>0.9</td>
<td>5</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>-15</td>
<td>40</td>
<td>0.5</td>
<td>-20</td>
</tr>
<tr>
<td>16386</td>
<td>2</td>
<td>30</td>
<td>0.1</td>
<td>-10</td>
<td>40</td>
<td>0.3</td>
<td>-15</td>
<td></td>
</tr>
<tr>
<td>32770</td>
<td>32769</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>5</td>
<td>30</td>
<td>0.3</td>
<td>-5</td>
</tr>
<tr>
<td>49153</td>
<td>32769</td>
<td>2</td>
<td>1</td>
<td>0.3</td>
<td>10</td>
<td>40</td>
<td>0.3</td>
<td>-5</td>
</tr>
<tr>
<td>65538</td>
<td>65537</td>
<td>1</td>
<td>1</td>
<td>0.1</td>
<td>5</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>81921</td>
<td>65537</td>
<td>2</td>
<td>1</td>
<td>0.7</td>
<td>-15</td>
<td>40</td>
<td>0.1</td>
<td>-10</td>
</tr>
<tr>
<td>98305</td>
<td>98304</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>5</td>
<td>40</td>
<td>0.3</td>
<td>-15</td>
</tr>
<tr>
<td>114690</td>
<td>98304</td>
<td>2</td>
<td>1</td>
<td>0.7</td>
<td>-20</td>
<td>30</td>
<td>0.1</td>
<td>-20</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>30</td>
<td>0.1</td>
<td>-10</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
<td></td>
</tr>
<tr>
<td>8195</td>
<td>3</td>
<td>40</td>
<td>0.5</td>
<td>-20</td>
<td>1000</td>
<td>0.1</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>16387</td>
<td>16386</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>5</td>
<td>30</td>
<td>0.3</td>
<td>-5</td>
</tr>
<tr>
<td>24578</td>
<td>16386</td>
<td>2</td>
<td>30</td>
<td>0.3</td>
<td>-10</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>32771</td>
<td>32770</td>
<td>1</td>
<td>30</td>
<td>0.3</td>
<td>-10</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>40962</td>
<td>32770</td>
<td>2</td>
<td>1</td>
<td>0.3</td>
<td>10</td>
<td>40</td>
<td>0.3</td>
<td>-5</td>
</tr>
<tr>
<td>49154</td>
<td>49153</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>30</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>57345</td>
<td>49153</td>
<td>2</td>
<td>30</td>
<td>0.1</td>
<td>-10</td>
<td>40</td>
<td>0.3</td>
<td>-15</td>
</tr>
<tr>
<td>65539</td>
<td>65538</td>
<td>1</td>
<td>1</td>
<td>0.1</td>
<td>5</td>
<td>30</td>
<td>0.3</td>
<td>-5</td>
</tr>
<tr>
<td>73730</td>
<td>65538</td>
<td>2</td>
<td>1</td>
<td>0.3</td>
<td>10</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>81922</td>
<td>81921</td>
<td>1</td>
<td>30</td>
<td>0.5</td>
<td>-5</td>
<td>100</td>
<td>0.3</td>
<td>-20</td>
</tr>
<tr>
<td>90113</td>
<td>81921</td>
<td>2</td>
<td>1</td>
<td>0.7</td>
<td>-15</td>
<td>30</td>
<td>0.1</td>
<td>-10</td>
</tr>
<tr>
<td>98306</td>
<td>98305</td>
<td>1</td>
<td>1</td>
<td>0.3</td>
<td>10</td>
<td>40</td>
<td>0.5</td>
<td>-20</td>
</tr>
<tr>
<td>106500</td>
<td>98305</td>
<td>2</td>
<td>30</td>
<td>0.3</td>
<td>-10</td>
<td>40</td>
<td>0.3</td>
<td>-15</td>
</tr>
<tr>
<td>114690</td>
<td>114690</td>
<td>1</td>
<td>1</td>
<td>0.1</td>
<td>5</td>
<td>40</td>
<td>0.1</td>
<td>-10</td>
</tr>
<tr>
<td>122880</td>
<td>114690</td>
<td>2</td>
<td>1</td>
<td>0.5</td>
<td>-10</td>
<td>30</td>
<td>0.1</td>
<td>-20</td>
</tr>
</tbody>
</table>

Subset of the contingency table for CPT (rows corresponding to the first 5 questions only). Each row contains the question index, the index of the question that precedes it in the path, the answer to that preceding question that leads to the question, and the two alternatives in the question.
### Subset of the contingency table for QTD (rows corresponding to the first 5 questions only).

<table>
<thead>
<tr>
<th>question index</th>
<th>previous question</th>
<th>previous answer</th>
<th>$x^A$</th>
<th>$t^A$</th>
<th>$x^B$</th>
<th>$t^B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>95</td>
<td>0</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>96</td>
<td>0</td>
<td>300</td>
<td>14</td>
</tr>
<tr>
<td>524288</td>
<td>0</td>
<td>2</td>
<td>248</td>
<td>0</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>3</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>262145</td>
<td>1</td>
<td>2</td>
<td>95</td>
<td>0</td>
<td>250</td>
<td>30</td>
</tr>
<tr>
<td>524289</td>
<td>524288</td>
<td>1</td>
<td>250</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>786432</td>
<td>524288</td>
<td>2</td>
<td>249</td>
<td>0</td>
<td>250</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>131074</td>
<td>2</td>
<td>2</td>
<td>20</td>
<td>0</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>262146</td>
<td>262145</td>
<td>1</td>
<td>150</td>
<td>0</td>
<td>300</td>
<td>14</td>
</tr>
<tr>
<td>393217</td>
<td>262145</td>
<td>2</td>
<td>250</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>524290</td>
<td>524289</td>
<td>1</td>
<td>150</td>
<td>0</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>655361</td>
<td>524289</td>
<td>2</td>
<td>150</td>
<td>3</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>786433</td>
<td>786432</td>
<td>1</td>
<td>249</td>
<td>0</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>917504</td>
<td>786432</td>
<td>2</td>
<td>249</td>
<td>0</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1</td>
<td>10</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>65539</td>
<td>3</td>
<td>2</td>
<td>50</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>131075</td>
<td>131074</td>
<td>1</td>
<td>10</td>
<td>0</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>196610</td>
<td>131074</td>
<td>2</td>
<td>50</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>262147</td>
<td>262146</td>
<td>1</td>
<td>150</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>327682</td>
<td>262146</td>
<td>2</td>
<td>245</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>393218</td>
<td>393217</td>
<td>1</td>
<td>80</td>
<td>7</td>
<td>250</td>
<td>90</td>
</tr>
<tr>
<td>458753</td>
<td>393217</td>
<td>2</td>
<td>96</td>
<td>0</td>
<td>250</td>
<td>60</td>
</tr>
<tr>
<td>524291</td>
<td>524290</td>
<td>1</td>
<td>150</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>589826</td>
<td>524290</td>
<td>2</td>
<td>245</td>
<td>0</td>
<td>300</td>
<td>7</td>
</tr>
<tr>
<td>655362</td>
<td>655361</td>
<td>1</td>
<td>250</td>
<td>0</td>
<td>300</td>
<td>14</td>
</tr>
<tr>
<td>720897</td>
<td>655361</td>
<td>2</td>
<td>245</td>
<td>0</td>
<td>250</td>
<td>30</td>
</tr>
<tr>
<td>786434</td>
<td>786433</td>
<td>1</td>
<td>248</td>
<td>0</td>
<td>250</td>
<td>30</td>
</tr>
<tr>
<td>851969</td>
<td>786433</td>
<td>2</td>
<td>248</td>
<td>0</td>
<td>250</td>
<td>30</td>
</tr>
<tr>
<td>917505</td>
<td>917504</td>
<td>1</td>
<td>248</td>
<td>0</td>
<td>250</td>
<td>30</td>
</tr>
<tr>
<td>983040</td>
<td>917504</td>
<td>2</td>
<td>247</td>
<td>0</td>
<td>250</td>
<td>90</td>
</tr>
</tbody>
</table>
### Appendix C

<table>
<thead>
<tr>
<th>Gamble</th>
<th>Outcome 1 ($)</th>
<th>Probability 1</th>
<th>Outcome 2 ($)</th>
<th>Probability 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>0.05</td>
<td>-10</td>
<td>0.95</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>0.8</td>
<td>20</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>0.6</td>
<td>5</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>0.4</td>
<td>20</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>0.05</td>
<td>5</td>
<td>0.95</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>0.4</td>
<td>-10</td>
<td>0.6</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>0.8</td>
<td>-20</td>
<td>0.2</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>0.6</td>
<td>-20</td>
<td>0.4</td>
</tr>
</tbody>
</table>

**Table C1:** The 8 gambles used in the external validity task for CPT.

![Survey](image)

**Figure C1:** Example of external validity task question for CPT.
Figure C2: Example of external validity task question for QTD.

Figure C3: Example of DEEP question for CPT.
Figure C4: Example of DEEP question for QTD.

Figure C5: Example of benchmark question for CPT.
Figure C6: Example of benchmark question for QTD.